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Chapter 1: Introduction

1.1 Introduction and Motivation for Study

Electrodeless plasma thrusters have attracted interest as they offer the poten-

tial for high velocity (>10,000 m/s) exhaust beams without life-limiting accelerating

grids or neutralizing cathodes [2]. An electrodeless thruster generically consists of

a radio-frequency (RF) ion source, such as helicon or electron cyclotron resonance

(ECR), confined in a dielectric chamber with an axial magnetic field. Downstream

of the plasma generation region, the chamber is open to space where the plasma

escapes along a diverging magnetic field. The plasma expands with the magnetic

field and eventually detaches to form the exhaust plume.

There has been additional interest in electrodeless thrusters because of their

amenability to a wide range of propellants [3]. Traditional EP systems such as ion

engines or Hall thrusters have walls and grids that are susceptible to erosion by

the plasma environment. Thus, non-reactive noble gases have been preferred as

propellants in these systems. Noble gases also have fewer energy loss pathways in

the ionization process than molecular gases. However, cost, ease of storability, and

accessibility for in-situ refueling are all motivating factors to explore the use of alter-

native propellants. The absence of accelerating grids makes electrodeless thrusters

1



Figure 1.1: Diagram of an electrodeless plasma thruster.

an ideal candidate for this task. Early helicon source experiments characterized

operation with non-noble gases such as H2 [4, 5] and SF6 [6], to study potential

structures in the plume. Charles et. al. later evaluated the propulsive characteris-

tics of additional molecular propellants, including CO2, N2, O2, NH3, and CH4 [7].

They were able to measure ion exhaust velocities in excess of 10,000 m/s for all

gases in their experiments. Another group employed kinetic schemes combined with

particle-in-cell plume modeling to predict the performance and optimal operating

points for a helicon thruster using H2, O2, N2, and N2O [8]. They found N2O to

perform the best due to its low ionization potential (12.9 eV).

The present work focuses on the use of water vapor, H2O, as a propellant,

which has an even lower ionization potential than N2O (12.6 eV), and could be more

easily harvested for refueling. In addition to being easily storable, water has been

identified in various forms at the majority of bodies in the solar system. Missions
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to distant bodies high in water content, such as Enceladus or Europa, could prove

ideal applications for refueling operations for high specific impulse (Isp) thrusters.

Furthermore, missions with a focus on astrobiology are designed to seek out liquid

water and would greatly benefit from the ability to harvest propellant for sample

return.

1.2 Water Plasmas and Electric Propulsion

The exploration of water as a propellant for spacecraft has had steady interest

over the past several decades with a renewed enthusiasm of late. The development

of the small satellite market along with strict launch constraints on secondary pay-

loads has made inert and inexpensive propellants like water particularly attractive.

Several groups are interested in using electrolysis to dissociate the water molecule

into the reactive species H2 and O2 and recombine to produce thrust. This architec-

ture could prove valuable for CubeSats and other spacecraft if successful, but will

be limited to a chemical propulsion Isp of 450 seconds or less. For long duration

small-sat missions and large payload cargo transport, a high Isp to match the large

mission velocity change (∆v), requirements is imperative. Thus there is also inter-

est in water-plasma architectures to provide high Isp solutions for these and other

applications.

The development of a water-based plasma thruster requires a merging of back-

ground knowledge from the field of electric propulsion and the broader field of molec-

ular plasmas. Both fields typically fall in the category of low-temperature plasmas
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(Te < 10 eV). Molecular plasmas are often studied in the context of applications such

as surface processing or atmospheric chemistry, spanning many orders of magnitude

in density and pressure. An example of the breadth of studies of water plasma for

various applications is included in Fig. 1.2 across a wide range of mean free paths

(mfp) and gas pressures.

Figure 1.2: Organization of Water Plasma Studies by Topic and Density Regime

Electric propulsion systems fall on the low pressure side of the this spectrum.

Despite the importance of water in our society and the various applications of water-

based plasmas, there are still wide knowledge gaps in this area. For example, while

characterization of neutrals is easy, most experimental work has not clearly identi-

fied the composition of ion species, especially ratios of species close in mass such as
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H2O
+, OH+, and H3O

+. Nor have researchers well characterized other plasma prop-

erties such as ionization fraction and electron temperature for discharge regimes of

interest to the propulsion community. On the other hand, electric propulsion sys-

tems such as Hall thrusters, ion engines, and other electrodeless concepts have been

largely operated with noble gas propellants. Thus the majority of the numerical

and experimental knowledge in this field is devoid of molecular effects. This thesis

represents an extension of the field of electric propulsion by considering the effects

of the molecular propellant, water, on performance. While this work has been mo-

tivated by interest in using water in electrodeless thrusters, many of the conclusions

and methods are applicable to a more general set of architectures. An outline and

executive summary of the key contributions of this effort is provided in the following

section.

1.3 Outline of Thesis and Contributions

� Chapter 2: State of the Art in Electric Propulsion includes a survey

of the state of the art in the field of electric propulsion for advanced systems

that operate at a similar size and power scale to electrodeless concepts. A

literature review of electrodeless thrusters, including those that use helicon

plasma generation (“helicon thrusters”) is provided and compared to the state-

of-the-art in the field. The performance of all systems is evaluated in the

context of mission-driven needs for solar system exploration.

This chapter has been peer-reviewed and published in the Journal of Spacecraft
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and Rockets according to the following citation:

Petro, E. and Sedwick, R.,
Survey of moderate power electric propulsion systems,

Journal of Spacecraft and Rockets, Vol. 54 (3), 2017.
https://doi.org/10.2514/1.A33647

� In Chapter 3: Single Stage Performance Analysis, the effects of water

plasma processes on system efficiency are investigated. The modes of energy

deposition in a low density water plasma are explored and incorporated in the

analysis of the water-based thruster. Contributions from this chapter include

an ionization cost (energy required per ion) model for a Maxwellian water

plasma and a model for the thrust efficiency of an electrodeless water plasma

thruster.

This chapter has been peer-reviewed and published in the Journal of Propul-

sion and Power according to the following citation.

Petro, E. and Sedwick, R.,
Effects of Water-Vapor Propellant on Electrodeless Thruster

Performance,
Journal of Propulsion and Power, Vol. 33 (6), 2017.

https://doi.org/10.2514/1.B36389

� In Chapter 4: Helicon Thruster Performance with An Acceleration

Stage, the analysis developed in Chap. 3 is extended to assess the efficacy

of ion cyclotron heating (ICH) for a small-scale electrodeless thruster with

water vapor as its propellant. This model is used to perform scaling studies

to investigate the physical dimensions and magnetic field strengths for which
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efficiency improvements over a single-stage design can be obtained. Finally,

details of single-particle ion heating and conversion of perpendicular to par-

allel energy are captured using 3D trajectory simulations. Calculations are

performed to couple the magnetic field strength, device radius, and antenna

length. Analysis of a 10 centimeter diameter ICH stage is presented.

This chapter is composed of work that has been peer-reviewed for and pub-

lished in the following conference proceedings:

Petro, E. and Sedwick, R.,
Effects of Water Vapor Propellant on Helicon Thruster Performance,
52nd AIAA/SAE/ASEE Joint Propulsion Conference, 25-27 July, Salt Lake City,

Utah, AIAA 2016-4735, published online 22 July 2016,
https://doi.org/10.2514/6.2016-4735

Petro, E. and Sedwick, R.,
Ion Cylotron Heating in an Eletrodeless Water Vapor Thruster,

35th International Eletric Propulsion Conference, 8-12 October, Atlanta, Georgia
IEPC-2017-468, published online 12 October 2017.

� In Chapter 5: Effects of Plasma Composition on Acceleration Ef-

ficiency, the details of second-order plasma chemical reactions on both dis-

charge composition and acceleration efficiency are assessed. A zero-D particle

balance model is developed to investigate the effects of ion-neutral and ion-

electron reactions on plasma composition. Next, the effects of these reactions

on plume formation during the acceleration process are investigated using

particle-in-cell simulations.

This chapter is has been accepted for presentation at and publication in the

following conference proceedings:
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Petro, E., Brieda, L., and Sedwick, R.,
PIC Simulations of Chemistry Effects

in an Electrodeless Water Plasma Thruster,
55th AIAA/SAE/ASEE Joint Propulsion Conference,

19-22 August, Indianapolis, Indiana

� Chapter 6: Conclusions and Future Work provides the conclusion to the

thesis and suggestions for future work in several sub-topic areas.
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Chapter 2: State of the Art in Electric Propulsion

This chapter has been published in the Journal of Spacecraft and Rockets

according to the following citation. At the time of this thesis publication, it has

been cited 7 times!

Petro, E. and Sedwick, R.,
Survey of moderate power electric propulsion systems,

Journal of Spacecraft and Rockets, Vol. 54 (3), 2017.
https://doi.org/10.2514/1.A33647

Section 2.4.3 is added here and was not included in the published manuscript.

It provides an overview of helicon thrusters and their demonstrated performance in

the context of other EP systems.

2.1 Introduction

Electric propulsion (EP) systems have become an integral component of many

space mission architectures. The field of EP has grown to include many unique sys-

tems that fill niches from primary propulsion for high impulse missions to precision

control for formation flight. The intent of this review is to focus on a subset of the

technologies driven by a particular mission application. Specifically, the state of the

art in moderate power systems that are applicable to deep space exploration mis-
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sions is assessed. A brief overview of the fundamentals of EP is included, followed

by a discussion of the mission characteristics that guide thruster selection for this

study.

While the field of electric propulsion is wide and the variety of thrusters de-

veloped is vast, EP systems are united in the goal of increasing the efficiency of

propellant usage by achieving high specific impulse. The specific impulse, Isp, char-

acterizes how efficiently the propellant is used to impart momentum change and

is closely related to the propellant exit velocity, ue. Formally, it is defined as the

amount of impulse provided per unit weight of propellant and can be calculated as

the ratio of the thrust force, Ft, multiplied by the thrusting time, τ , to weight of

propellant at the earth’s surface as given in equation 3.7 below (where mp is the

propellant mass expelled, and g is the acceleration due to gravity).

Isp =
Ft · τ
mp · g

=
mp · ue · τ
mp · g

=
uε

g
(2.1)

If the propellant flow rate, ṁp, is assumed constant, then the specific impulse

is determined by the exit velocity alone. The impact of high Isp on mass savings

can be seen through the rocket equation (per the above definition, Isp · g appears

in the rocket equation in place of the exit velocity, ue).

m0

mf

=
mf +mp

mf

= e∆v/ Isp ·g; mp = mf

(

e∆v/ Isp p·g − 1
)

(2.2)

where mf is the final mass after all propulsive maneuvers, m0 is the initial wet

mass of the spacecraft, and ∆v is the velocity change required to reach the desired
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destination. For missions with large delta-v requirements, such as geosynchronous

station-keeping or interplanetary explorers, the propellant mass savings achievable

with EP systems becomes significant.

From a practical perspective, the propellant mass savings must be weighed

against the added power system mass required to produce a higher Isp. For electric

power supplies, the mass of the power system hardware, mps, is proportional to the

required power [9].

α(P ) =
P

mps
(2.3)

For an EP system, the required power, at constant thrust, is directly propor-

tional to the Isp, as given by Eq. 2.4.

P =
T · Isp ·g

2η
(2.4)

While a higher Isp will always minimize the propellant mass, a more sophisti-

cated analysis shows there is an optimal Isp that minimizes the total wet mass, m0.

For a given payload mass and delta-v, this is equivalent to minimizing the sum of

the power system and propellant masses. A simple illustration of this principle is

given by Eq. 2.5.

(

∂m0

∂Isp

)

mpl

=

(

∂ (mps +mprop)

∂Isp

)

T,n

= 0 → Isp, opt =

(

∆v

g

)(

1 +
mpl

mps

)

(2.5)

The result given by Eq. 2.5 reduces to Isp, opt ≈ ∆v/g when the power system

dominates the dry mass (mps ≫ mpl) and Isp, opt ≈ 2∆v/g when the power system
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and payload masses are comparable (mps ≈ mpl). Thus, when the propulsion system

drives the power system mass, the optimal Isp depends on the payload and power

system characteristics and scales with the mission delta-v. A more detailed analysis

of these principles is performed in [10]. Thus, performance scaling with input power

is a critical factor for EP system evaluation.

Many variations of electric thrusters have been developed that are often sepa-

rated into three categories based on the dominant ion acceleration mechanism: (1)

electrothermal (2) electrostatic and (3) electromagnetic. Electrothermal thrusters,

such as arcjets and resistojets offer moderate gains in specific impulse over chem-

ical propellants and have been heavily implemented for station keeping and orbit

raising applications in earth orbit. Electrostatic and electromagnetic thrusters offer

significant gains in specific impulse, typically in the range of 1000 to 3000 seconds

and have been preferred for deep space exploration missions. For an overview of the

broader history of EP, the reader is referred to book publications such as those by

Katz and Goebel [11] or Jahn [12].

Because the performance range and implementations of the different thruster

types are so varied, it is desirable to look at a subset of the broader EP landscape

instead of a comprehensive review of the field. Often, mission constraints such as

available power, delta-v, and optimal specific impulse, limit the applicable propul-

sion systems to just a few options. Thus an in-depth comparison of EP systems

suitable for a particular mission type is appropriate. Though surveys of electric

propulsion performance are periodically published [9, 13], they typically only quote

only a few performance points for any particular technology (which suffices for their
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purpose). In contrast, presented here are detailed performance data that are typi-

cally omitted from the above mentioned sources. This analysis includes a compila-

tion of data for all major thrusters of a particular class, both in the laboratory and

on-orbit. This survey also aims to investigate the variation in performance across a

range of input powers for several different technologies. Performance data is com-

piled and presented in a format that will be useful to mission planners interested

in incorporating and comparing state-of-the-art EP systems for all phases of their

mission. In addition, trends across thruster class are established that may be used

as a point of reference for those interested in developing new thruster architectures

or improving upon existing systems.

2.2 Motivation and Scope

Any mission reliant on solar power that ventures out of earth’s orbit must

operate over a wide range of input power as available solar energy decreases ∝

1/r2 with distance from the sun. For missions that travel sufficiently far from the

sun, nuclear power becomes essential. The trade between solar electric propulsion

(SEP) and radioisotope electric propulsion (REP) is often made for missions to the

outer solar system. The constraints levied by the power system on the thruster are

introduced briefly below. SEP and REP mission architectures discussed in detail in

Section III.

For a solar-powered system, the mission designer is particularly interested in

performance across a range of input power, spanning up to an order of magnitude
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for deep space missions. Typical mission architectures span from tens of kW near

Earth to only a few kW or less at the destination. For example, the solar arrays

on the Dawn mission supplied 10.3 kW total power at 1 AU and only 1 kW at 3

AU [14]. For REP missions, due to the current state of the art in REP specific power

(power provided per kg of hardware) and tight mass budgets, the performance of

EP systems in the sub-kW power range is of greatest interest. Thus it is important

to understand the variation in EP system performance with input power for both

SEP and REP architectures. For example, it will be shown that the demonstrated

thrust efficiency of both Hall thrusters and ion engines tends to drop off significantly

at input powers below 1 kW, both due to physical loss mechanisms and immaturity

of development.

Thus a survey was performed of existing electrostatic and electromagnetic

thrusters that would be suitable for moderate power SEP and REP exploration

missions. Electrothermal thrusters are not included in this survey as they typically

have significantly lower Isp, higher thrust, and different intended propulsive applica-

tions. For this survey, thrusters were selected that operate between 0.1 and 10 kW,

offer an Isp on the order of 1000 seconds, and thrust levels on the order of mN. The

systems that meet these requirements are generally ion engines, Hall thrusters, and

spin-off designs of the two. Helicon thrusters are also assessed as an emerging tech-

nology in this power class, though the state of the art is still relatively immature.

A list of particular designs included in this survey with accompanying references is

included in the sections unique to each technology that follow.
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2.3 Mission Applications

In this section, a brief overview of missions which incorporate of electric propul-

sion for deep space exploration is presented. In some cases, such as rendezvous with

one of the ice giants Uranus or Neptune, the use of EP enables a mission that might

otherwise be unfeasible with traditional propulsion methods. For lower delta-v mis-

sions, the use of EP results in propellant mass savings that can be reallocated to

improve a science instrument suite. As mission cost often scales by the mass of the

spacecraft at launch [15], the mass savings enabled by EP can also lead to signifi-

cant cost savings. For example, the incorporation of solar electric propulsion allowed

the DAWN mission to fit under the Discovery class of missions ($450M) instead of

having to compete as a New Frontiers ($650M) or Flagship mission ($1B) [16].

To date, EP has been employed as the primary propulsion system on five

exploration missions: Deep Space 1, SMART-1, DAWN, Hayabusa, and Hayabusa 2.

As each of these missions relied on solar arrays, the power available for the propulsion

system varied significantly over the course of the mission. In Table 2.1, the maximum

and minimum input power (per thruster) are presented for each mission to give an

idea of the operating ranges required.

Building on the success of the above listed missions, SEP will continue to be

considered for future Discovery and New Frontiers class missions. Oh et. al. [22]

performed a parametric study of 3 existing EP systems for 3 different missions: a

near-Earth asteroid sample return, Vesta-Ceres rendezvous, and comet Kopff ren-

dezvous. They find that because cost caps limit solar array size, Discovery-class
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Table 2.1: SEP exploration missions

Mission Ref.
Launch
Date

Destination(s)
Electric
Thruster

Max.
Power
(kW)

Min.
Power
(kW)

Deep Space 1 [17]
October 24,

1998
Asteroid 9969

Braille
NSTAR Ion

Engine
1.94 0.48

Hayabusa [18] May 9, 2003
Asteroid 25143

Itikawa

Mu-10
Microwave Ion

Engine
0.35 0.25

SMART-1 [19]
September
27, 2003

Lunar orbit
PPS-1350-G
Hall Thruster

1.41 0.65

DAWN [20]
September
7, 2007

Protoplanets
Vesta and Ceres

NSTAR
(modified) Ion

Engine
2.57 0.52

Hayabusa II [21]
December 3,

2014
Asteroid 162173

1999 JU3

Mu-10
Microwave Ion

Engine
0.42 0.31

missions greatly benefit from EP systems that are able to operate efficiently at

power levels below 5 kW. In a later study [23], they evaluate existing EP systems

against practical considerations such as flight heritage and hardware adaptability.

These factors are not assessed in the present survey but are certainly of significant

practical importance. For missions to the outer solar system, mission planners must

often evaluate trades between SEP and REP, or a combination thereof. The archi-

tecture for a mission reliant on REP is quite different than SEP missions. The only

nuclear power source appropriate for moderate power (kW level) electric propul-

sion are radioisotope thermoelectric generators (RTGs). Solar arrays are an obvious

choice for near-Earth missions as they are both cheaper and have a higher specific

power (power delivered per unit mass of power system hardware). At 1 AU, cur-

16



rent solar arrays output around 50 W/kg. In contrast, the GPHS (General Purpose

Heat Source) RTG which flew on Cassini had a specific power of 5 W/kg and the

MMRTG (Multi-Mission RTG) designed for the Mars Science Laboratory is even

lower at under 3 W/kg [24]. However, the performance of solar arrays decreases

drastically for deep space missions. For example, with a mass of 204 kg, the specific

power of Dawn’s solar arrays drops to 6.4 W/kg at 3 AU [14]. Thus, REP is often

proposed over alternate power and propulsion options to enable rendezvous with

one or more of the four outer planets (Jupiter, Saturn, Uranus, and Neptune) and

their moons. In contrast to SEP missions which may lose an order of magnitude

of power with distance, an RTG will maintain a relatively constant power output,

only losing about 5% performance every four years [25].

Traditionally, deep space missions such as Voyager I and II or more recently,

New Horizons, have employed an RTG with a simple monopropellant thruster and

have only been able to perform fly-bys of planetary bodies. More detailed science

could be performed by entering into orbit around the body, but this significantly

increases the mission delta-v. Many REP mission concepts have been proposed to

enable such missions where chemical or monopropellants cannot. A brief summary

of some conceived REP enabled explorers are presented in Table 2.2. The assumed

operating power and performance for the EP systems are included.

Additional studies have been conducted that look parametrically at REP en-

abled missions to determine optimal architectures. For example, Oleson et. al. [29]

found that trip times are significantly reduced if a powerful upper stage is used to

deliver a light spacecraft directly into an escape orbit and REP is used to decelerate
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Table 2.2: REP exploration missions

Mission Type Ref. EP Usage
Assumed
Thrust,

Isp

Power
per

Thruster
(W)

Number of
Thrusters
Required

Pluto Orbiter
Probe

[25]
Pluto orbit capture,
spiral to low altitude

orbit

35 mN,
4500 s

500
2 primary, 2
redundant

Uranus Orbiter [26] Uranus orbit capture
15 mN,
3200 s

500
2 primary, 2
redundant

Chiron Orbiter [27] Chiron orbit capture
39 mN,
1585 s

578
3 primary, 1
redundant

Neptune System
Explorer

[28]
Small maneuvers
between Earth and

Triton flybys

119 mN,
3090 s

3000
2 primary, 1

spare

near the target body. They also found the best balance between payload mass and

trip time to occur for a total REP input power of 750 W for this architecture. Con-

straints on REP mission power levels are mostly driven by cost caps, availability

of nuclear fuel, and launcher capabilities [24]. In a white paper submitted for the

Planetary Science Decadal Survey [30], Noble and colleagues cite the need for EP

systems that achieve 65-75% efficiency at power levels below 3 kW for use on REP

missions. A goal of this survey is to assess the state of the art in electric propulsion

and evaluate the performance against both REP and SEP mission requirements.

Proposed operating points for these missions span at least 2 orders of magnitude in

input power. REP missions will generally be interested in sub-kW performance and

thrusters that are efficient at one particular operating point. SEP missions benefit

from thrusters that are efficient over a wide range of input powers, with the particu-

lar limits determined by the mission class and destination. Some key considerations
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are summarized:

� REP missions generally are proposed with a total power budget on the order

of 1 kW and approximately 500 W or less dedicated to each thruster.

� REP missions benefit from high thrust efficiency EP systems (> 65%) below

3 kW.

� Discovery-class SEP missions benefit from high thrust efficiency at input pow-

ers below 5 kW.

� All SEP missions benefit from high thrust efficiency over a wide power range

(several hundred watts to several kW).

2.4 Technologies Surveyed

Based on the mission scenarios presented in Section 2.3, performance data

was collected for Hall, ion, hybrid and existing helicon thrusters designed to operate

between approximately 0.1 and 10 kW. Operating parameters such as thrust and

specific impulse have been tabulated and compared across thruster type and power

level.

While parameters such as specific mass (mass per unit power) and lifetime are

also important factors in the selection of an EP system, they are not fully explored

in this study. It is generally expected that both the mass of the thruster and

accompanying power processing unit (PPU) grow linearly with input power above

a threshold value. Scaling models for thruster mass, mT , and PPU mass, mPPU ,
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Table 2.3: Representative EP system masses

Mission Ref.
Thruster Unit

Mass, kg
PPU Mass, kg Other Components, kg

Hayabusa [32] 2.3 kg
2.1 kg (power unit), 2.3
kg (microwave supply)

34.5 kg (propellant tank,
tubing gimbal, control unit)

DAWN [33] 8.2 kg
13.3 kg (power
processing unit)

24 kg (propellant tank and
tubing)

that were developed by Hofer and Randolph [31] based on flight systems are given

in Eqns. 2.6 and 2.7 below. P is the input power in kW.

mT = 1.87P + 0.71 (2.6)

mPPU = 1.74P + 4.65 (2.7)

The total mass of an EP subsystem is often dominated by the PPU and sup-

porting hardware and does not vary significantly with thruster type within the

systems considered. Items such as propellant tanks, gimbals, and control units will

contribute considerably to the overall system mass. Some representative values are

given in Table 2.3.

Because the thrusters included in this survey fall under a wide range of de-

velopment levels, it is difficult to compare the lifetimes, many of which have not

yet been characterized. The reader is referred to other reviews such as [23,34] for a

detailed summary of demonstrated operating lifetimes and throughput capabilities.

The primary goal of this review is to assess performance over a range of input
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powers. Thus it is useful to briefly discuss design heritage in this context. While

there is significant interest in incorporating EP in deep space exploration missions,

it has been spacecraft in Earth’s vicinity that have driven the development of most

existing systems. Of the 350 spacecraft current flying EP systems, 70% are com-

mercial, Earth-orbiting communications satellites [31]. Thus the power provided by

these satellite buses, especially the amount available for geostationary stationkeep-

ing, has been targeted. As the power available has grown, EP systems have followed.

For example, Aerojet Rocketdyne’s BPT Hall thruster series has grown from 2 kW

to 4.5 kW and may extend into the 10-20 kW range [31]. As customers also adopt

EP for orbit raising from LEO to GEO, there is interest in power throttling to trade

Isp for thrust during the transfer phase. Expanded throttling ranges and variable Isp

will also be desirable for exploration missions. Even REP missions with a constant

input power could benefit from high thrust operation while in gravity wells near

massive bodies and high Isp when in interplanetary cruise. Some of NASA’s flight

and developmental thrusters have been designed with these principles in mind. For

example, the NASA Evolutionary Xenon Thruster (NEXT) project aims to expand

the throttling range of the NSTAR thruster to power levels up to 7 kW [35].

While many needs have driven thrusters to higher power, the popularization

of CubeSats and other miniaturized spacecraft are spurring innovation on the other

end of the spectrum. These small satellites can typically accommodate no more

than tens of Watts [36] for an EP system. While there is interest in scaling down

Hall thrusters, ion engines, and helicon thrusters to this market, other systems such

as electrospray thrusters become competitive at these scales. The effect of the small
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satellite market on thruster development shows up in some of the designs at the

lower end of the spectrum of this study.

Because EP systems are still largely optimized to operate at a specific design

point, certain thrusters are more appropriate for a given mission than others. Thus

it is useful to categorize performance according to operating power. Also, because

most thrusters have been designed to operate at kW level powers, it is useful to

characterize sub-kW performance for REP or small-scale SEP applications. For the

designs selected, thrust, specific impulse, and overall thrust efficiency were obtained

over all available input powers. For most thrusters, data was available for one or two,

often optimal, operation points. Some of the flight thrusters, however, have been

fully characterized over the entire range of input power. Where thrust efficiency

is not directly reported, it is calculated from the reported thrust, specific impulse,

and input power. Thrust efficiency η is the measure of percentage of total input

electrical power Pin that is converted into the exhaust jet power Pjet and is defined

as:

η =
Pjet

Pin
=

F 2
t

2ṁpPin
=

Ftue

2Pin
=

Ftlspg

2Pin
(2.8)

Performance of different systems within each thruster class are presented first,

along with brief descriptions of their operation. The data presented for ion engines

and Hall thrusters are a combination of flight and laboratory demonstrations. The

data included for helicon thrusters are a combination of laboratory demonstrations

and theoretical predictions due to the relative novelty of these designs. Finally, the
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performance of the all thruster types are combined and compared. In the following

sections, data are presented in chart format to convey typical trends observed across

thruster type and power level. Detailed data for each thruster are also included in

table format in the Appendix.

2.4.1 Gridded Ion Engines

The gridded ion engine was one of the earliest forms of electric propulsion

developed. Ion engines have been flown in space since the 1960s and thus have

reached a very mature level of development. An ion engine can be described simply

as a plasma source with a grid system on the open end, designed to extract and

accelerate the positive ions. Because the volume between the grids contains only

positively charged species, space charge constraints limit the maximum current and

thus the thrust density of the system. After being energized through the grids,

the positive ion beam is neutralized via the injection of electrons from an external

cathode. The plasma can be generated and sustained by either direct current (DC)

electrodes or radio frequency (RF) wave heating. The RF version inductively heats

free electrons with an antenna which typically operates in the MHz range and sur-

rounds the insulating discharge chamber. This design eliminates the need for the

potentially life-limiting cathode immersed in the plasma [11]. Electron cyclotron

resonance (ECR) discharges are a subtype of RF systems which operate in the mi-

crowave frequency range (GHz) in order to resonantly heat magnetized electrons. As

defined here, RF thrusters are inclusive of systems with axial magnetic fields, unlike
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the definition given in [11] and [37]. RF systems are not distinguished by operating

frequency in this survey. It will be seen that RF ion engines tend to achieve higher

efficiencies than their DC counterparts and have achieved the highest overall thrust

efficiency of any EP system to date.

Ion engines also employ varying discharge chamber geometries and magnetic

fields. Early ion engines were designed with cylindrically symmetric discharge cham-

bers and an axial magnetic field employed to impede electron transport to the walls.

Newer designs often contain a tapered discharge chamber and cusped magnetic fields

to further reduce the loss of charged particles to the walls. Designs with solenoidal

fields and DC discharges are referred to as Kaufman-type thrusters. These magnetic

fields are primarily shaped with permanent ring magnets, giving rise to the ring-

cusp classification. A diagram of each configuration is provided in Fig. 2.1. Most

modern ion engines are optimized to operate with xenon propellant because it is

inert, relatively high molecular weight, and has a low ionization energy (12.1 eV).

A list of the ion engines considered in this study is presented in Table 2.4. The

developer, level of maturity, and references for performance data are also included

for each thruster.

For these systems, reported values of thrust, specific impulse, and thrust effi-

ciency are compared across input power in power in Fig. 2.2, Fig. 2.3, and Fig. 2.4,

respectively. The results indicate trends in demonstrated operating points, with in-

put power as the chosen mission-relevant variable. However, input power in turn is a

function of discharge and accelerating potentials, mass flow rates, and the loss mech-

anisms that determine efficiency. Thus the results shown here represent trends in
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Table 2.4: Ion Engines surveyed

Thruster
Name

Model Developer
Discharge

Type
(DC/RF)

Technology
Maturation

Ref.

BRFIT
3

Busek RF Developed (current) [38]
7

ESA XX ESA RF Developed (Past) [39]

IES XX
JAXA
(Melco)

DC Scheduled for Flight [40, 41]

Ion Engine
(R&D)

– JAXA DC Developed (Current) [40]

IT
50

Russia DC Flight [42]
100

Mu 10
JAXA
(Melco)

RF Flight [18, 43]

NEXT – NASA DC Flight [33, 44]
NSTAR – NASA DC Flight [31, 45, 46]

RIT
10

Astrium RF
Flight [47]

22 Developed (Current) [48, 49]
35 Developed (Past) [50]

T
5

ESA DC
Flight [51]

6 Scheduled for Flight [52]

XIPS
8 cm

L-3 Technologies DC
Developed (Current) [53]

13 cm Flight [46, 54]
25 cm Flight [54, 55]
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Figure 2.1: Diagrams of ion engine architectures with a) cylindrical geometry and

an axial magnetic field and b) a tapered discharge chamber and cusped magnetic

fields.

the state-of-the-art published operating points which are influenced both by physical

processes and market influences.

The performance trends for ion engines were found to be bracketed by ar-

chitecture (DC and RF). It can be seen in Fig. 2.2 that the demonstrated thrust

increases linearly with input power. A trendline is given by a linear least squares

fit, the slope of which characterizes the demonstrated thrust-to-power ratios for each

system. It is noted that the performance of RF systems begins to deviate from this

value below 500 W. One might not expect a priori to find such strong trending over

a large range of input power. The linearity of this relationship indicates that the

thrust-to-power ratio is not explicitly a function of input power.

Observation of the linear relationship between thrust and power motivated

comparison of linear least squares slopes with dataset averages. Direct averaging of
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Figure 2.2: Log-log plot of thrust versus input power for Ion Engines.

Table 2.5: Average thrust-to-power values for ion engines surveyed

Thruster
Architecture

Average of
thrust-to-

power T/Pin,
mN/kW

Standard
Deviation,
mN/kW

DC Ion Engine 36.7 5.5
RF Ion Engine 28.7 5.6

the thrust-to-power ratio over all systems in each subtype gives equal weighting to

all input powers and produces slightly different results. The averages and standard

deviation for each system are given in Table 2.5. Although the relationship between

thrust and power is quite linear, the standard deviation is between 15% and 20%

of the average value. Thus, the linear relationship revealed in Fig. 2.2, does not

mean thrust-to-power is invariant for any architecture, only that it is similar across

thruster manufacturer and operating power level.

In contrast to thrust, Fig. 2.3 (semi-log scale) indicates that the demonstrated
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specific impulse increases nonlinearly with input power. A logarithmic best fit line is

used to model the trending, which again is found to depend on thruster architecture.

The differentiation by architecture is somewhat surprising as both systems employ

an electrostatic grid system to accelerate the ions. It is observed that there is

significant variation among different systems, especially those operating near 500 W.

Three different technologies, the BRFIT-7, the IT-100, and NEXT, are highlighted

near the 500 W operating point. The BRFIT-7 and IT-100 report the highest specific

impulse of their respective subtypes. For the NEXT thruster, this data point falls

at the lower limit of its operating range. The NEXT Isp approximately triples over

its operating range, reaching 4000 s at 7.2 kW. These data points are highlighted to

emphasize the variation in Isp possible for an individual thruster. The highest Isp

demonstrated below 10 kW was 5400 s by the ESA-XX thruster below.

The thrust and specific impulse together determine the overall thrust efficiency

as given in Eq. 2.8. DC ion engines operate at higher thrust-to-power while RF

ion engines operate at higher specific impulse and thus the architectures achieve

comparable thrust efficiencies. This result exemplifies the trade between thrust-

to-power and Isp at constant thrust efficiency. Below 500 W, more efficient DC

thrusters have been developed, and at high powers (around and above 5 kW) the

RF thrusters have performed better. Around 500 W, there is no clear distinction

in performance between the two systems, with thrust efficiencies for both bounded

between 30% and 60%. However, because both architectures follow approximately

the same trend in efficiency versus input power, only one trendline has been provided

for the combined datasets in this case. An exponential fit that asymptotes to unity
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for large input powers is applied. The highest efficiency thrusters are labeled in

Fig. 2.4.

Figure 2.3: Semi-log plot of specific impulse versus input power for ion engines.

Figure 2.4: Semi-log plot of thrust efficiency versus input power for ion engines.

The linear relationship between thrust and power indicates that efficiency

should be proportional to specific impulse within each ion engine subtype. Re-

ported efficiencies are plotted against specific impulse in Fig. 2.5. It is apparent
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that there is a positive correlation between the two variables within the range of Isp

values reported. Lines of best fit that capture trends in the survey data are provided

for each subtype.

Figure 2.5: Thrust efficiency as a function of specific impulse for ion engines.

The survey data results are compared to detailed NEXT thruster data to

aid in interpretation. The trends observed for thrust, specific impulse, and thrust

efficiency as a function of input power across the many thrusters in this survey agree

with those of the NEXT thruster over its operating range. The throttle table values

for thrust and specific impulse reported in [35] are plotted and compared against

DC ion engine best fit lines from the survey data in Fig. 2.6. It can be seen from

Fig. 2.6(a) that for any given mass flow rate, the thrust-to-power ratio varies with

input power, but the linear trendline for the aggregate data over all mass flow rates

closely matches that for all DC ion engines in this survey. An explanation for the

linear trending can be deduced from the NEXT results. Increases in input power

are associated more with increases in mass flow rate than specific impulse. For any
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constant mass flow rate, the ratio of thrust-to-input power does change with specific

impulse. However the range of specific impulses (and thus thrust-to-power ratios)

is relatively constant across the range of mass flow rates. The increases in mass

flow rates are accompanied by proportional increases in input power, keeping the

thrust-to-power ratios relatively constant. It is expected that the same result holds

for thrusters of different origins because they are constrained to similar Isp limits

and can obtain similar efficiencies for a given Isp (T/P = 2η/ue). The trendline

for specific impulse versus input power (Fig. 2.6(b)) overpredicts the average NEXT

Isp at the lowest powers (and low mass flow rates) but slightly underpredicts for all

other values. Thus it is further cautioned that the trendlines given above for the

survey data represent generally demonstrated values at any given operating point,

while each individual thruster may have its own equivalent curves.

Figure 2.6: Comparison of the NEXT thruster thrust and specific impulse profiles

with survey fit lines.
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2.4.2 Hall Thrusters and Hybrid Designs

Like the ion engine, the Hall thruster has a strong history of development and

flight experience. Hall thrusters were first flown in the early 1970s by the Russian

space agency [11]. Since that time, Hall thrusters have become integral to the space

industry, particularly in the commercial sector for stationkeeping of communications

satellites. In comparison to ion engines, Hall thrusters typically have higher thrust

densities (thrust per unit area) at the expense of reduced specific impulse. There

have been two dominant Hall thruster designs, the stationary plasma thruster (SPT)

and thruster with anode layer (TAL), which are both described briefly below. Others

are experimenting with open cylindrical discharge chambers to reduce wall losses at

smaller power and size scales. The performance of these systems is included in this

survey but it is acknowledged that they are early laboratory prototypes.

The SPT design employs an annular discharge chamber and an external cath-

ode at the discharge exit. The annular anode surface is near the front of the chamber

along with the propellant inlet. Electrons released from the cathode accelerate to-

ward the anode surface and generate the plasma via collisions with neutral gas.

A radial magnetic field is established near the downstream edge of the discharge

chamber that magnetizes electrons and impedes their axial transport. The trapped

electrons drift azimuthally due to the combined effects of the electric and magnetic

fields, forming the Hall current. The ions, largely unaffected by the magnetic field,

are accelerated through the potential difference sustained across the discharge chan-

nel and form the exhaust beam. The positive ion beam is neutralized by electrons

32



leaving the cathode at the exit plane. Because the Hall thruster has no region of

isolated charge, there is no space charge limit on the thrust density of the system.

However, because the ionization and acceleration both occur across the discharge

channel, the need to keep potentials low enough for efficient plasma production

limits the specific impulse of the system. Like ion engines, modern Hall thrusters

predominantly employ xenon as the propellant, though there is interest in alter-

native propellants. A semi-empirical model of performance scaling using different

propellants is explored in [56]. The thrusters in this survey are not delineated by

propellant type. Hall thruster principles of operation and geometry are depicted in

Fig 2.7.

Figure 2.7: Diagram of a Hall thruster depicting conventional geometry and opera-

tion.

The TAL Hall thruster operates on the same basic principles as the SPT, but

has slightly different physical characteristics. The TAL walls are metallic, which
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provide a different potential structure from insulating SPT walls. The TAL electric

field accelerates the ions through a much smaller spatial region and thus allows for

a shortened channel length. As with ion engine designs, a shorter channel length is

desired to reduce wall losses. Despite their differences, both the SPT and TAL can

be considered traditional Hall thruster designs. Each remains in production today

and some hybrid SPT/TAL designs exist as well [57].

Several thruster concepts employ traditional Hall thruster principles but dif-

fer in ways that warrant discussion. For example, cylindrical Hall thrusters were

designed to improve efficiency by eliminating losses to the inner wall in the annular

configuration. These thrusters are typically geared at low power (sub-kW) opera-

tion, where the effects are most pronounced [58]. In cylindrical Hall thrusters, a

magnetic core is typically still present but is severely shortened so that the chamber

is largely open. The shortened core results in an axial magnetic field established

closer to the front wall of the discharge chamber and a cusped component is added

near the exit to impede electron transport. Other concepts, such as the “High Ef-

ficiency Multistage Plasma Thruster”, or HEMPT [59], have implemented drastic

changes to magnetic field topology. These fields result in different electron inter-

actions and ion acceleration regions. The performance of sufficiently developed

examples are included in this survey.

A list of the Hall thrusters considered in this study is presented in Table 2.6.

The developer, level of maturity, and references for performance data are also in-

cluded for each thruster. Where possible, thrusters are classified by subtype. The

design details for some commercial thrusters are not available. Again, the technol-
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ogy maturation is listed representing the state of the technology when the referenced

performance data was published.

The performance data for Hall thrusters gathered from the references listed

above are plotted versus input power in Fig. 2.8, Fig. 2.9 and Fig. 2.10. The general

trends are the same as observed for ion engines. The plot of thrust versus input

power is again used to obtain a representative thrust-to-power ratio for the systems

developed. The annular (SPT/TAL) systems have a higher ratio (54 mN/kW) than

cylindrical systems (33 mN/kW) as given by the slope of linear fit lines.

Figure 2.8: Log-log plot of thrust versus input power for Hall thrusters.

As with ion engines, the thrust-to-power ratios from linear fit lines are com-

pared with the averaged values for the datasets. The average and standard deviation

of the thrust-to-power ratio for each Hall thruster architecture is provided in Ta-

ble 2.7. Again, despite a very linear trend, significant standard deviations of 17%

and 9% are found for the thrust-to-power ratios within the SPT/TAL and cylindri-

cal subtypes, respectively. Thus like ion engines, the thrust-to-power ratio of Hall
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Table 2.6: Hall Thrusters surveyed

Thruster
Name

Model Developer
Thruster
Type

Technology
Maturation

Ref.

BHT

200

Busek Annular

Flight
[60, 61]

600 Developed (Current)
1000 Developed (Current) [61]
8000 Developed (Current) [62]

BPT (XR)
2000

Aerojet Annular
Developed (Current)

[63, 64]
4000 (5) Flight

CHT
28 mm

KAIST Cylindrical R&D Prototype [65]40 mm
50 mm

CHT
2.6 cm NASA /

Cylindrical R&D Prototype [58, 66]
9 cm

Princeton
PPPL

HiVHAc –
NASA /
Aerojet

SPT Developed (Current) [67, 68]

HEMPT – Thales Cylindrical Developed (Current) [59]

HT
100D ESA /

SPT Developed (Current)
[69]

400 Alta [70]

PlaS 40
Russia /
Fakel

Hybrid
(SPT/TAL)

Developed (Current) [57, 71]

PPS 1350-G SNECMA SPT Flight [70, 72, 73]

ROS 200
ESA / Alta
/ Astrium

Annular Developed (Current) [57, 71]

SPT 1
Russia /
Fakel

Hybrid
(SPT/TAL)

Flight [74]

SPT

50

Annular Flight [11, 42, 75]
70 Russia /
100 Fakel
140

T
40

Pratt &
Whitney / Annular Developed (Current) [76]

140 Aerojet

TCHT 3B
Osaka

University
Cylindrical R&D Prototype [77, 78]
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Figure 2.9: Semi-log plot of specific impulse versus input power for Hall thrusters.

Figure 2.10: Semi-log plot of thrust efficiency versus input power for Hall thrusters.

thrusters will vary with the exact operating conditions about some average value.

There may be more spread in the observed Hall thruster values as the beam cur-

rent and specific impulse are more closely coupled than in ion engines, which have

separate ionization and acceleration potential gradients.

While the annular thrusters provide higher thrust at a given power, the cylin-
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Table 2.7: Average thrust-to-power values for Hall thrusters surveyed

Thruster
Architecture

Average of
thrust-to-

power T/Pin,
mN/kW

Standard
Deviation,
mN/kW

SPT/TAL Hall
Thruster

57.2 9.8

Cylindrical Hall
Thruster

35.2 3.2

drical thrusters have been able to achieve significantly higher specific impulse. The

highest specific impulse is 2800 s, provided by the HEMPT thruster operating at

1500 W. The SPT-1 and HiVHAc thrusters are also well above the trendline for

their subtype. At the upper limit of their power ranges, the HiVHAc and SPT-1

have an Isp of 2665 s and 2533 s, respectively. At the lower end, the Isp values drop

to 981 s and 1424 s, respectively, with the HiVHAc spanning a wider power range.

Like ion engines, the constant thrust-to-power ratios coupled with nonlinear

increases in Isp result in nonlinear increases in thrust efficiency for Hall thrusters

over the input powers considered. Though cylindrical thrusters have been proposed

to improve performance at low power levels, it is clear that they have not surpassed

traditional systems. The BHT-200 thruster is well above the average performance

at sub 500 W power levels, achieving between about 40% and 50% efficiency. The

highest Hall thruster thrust efficiency, 59%, is reported by the HiVHAc at 3.52 kW.

It is interesting to note that the HiVHAc can be throttled up from this point to 3.66

kW for high Isp operation (as highlighted above), but its overall thrust efficiency

drops in the process. Similar relationships were found between the Hall thruster
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survey data and HiVHAc throttle tables as between DC ion engine survey data and

NEXT throttle tables (see Fig. 2.6 and related discussion).

A positive correlation between specific impulse and thrust efficiency is shown in

Fig. 2.11, though SPT/TAL efficiencies appear to level-off or even decrease beyond

2000 seconds. Thus again, best fit lines are provided and are applicable across

the range of survey data for each thruster subtype. Because physical mechanisms

are expected to contribute to decreased Hall thruster efficiency at higher specific

impulses, these trends should not be extrapolated outside of the present range.

Again it is cautioned that the performance of any individual thruster across its

operating range may deviate from the survey data trends.

Figure 2.11: Plot of thrust efficiency versus specific impulse for Hall thrusters.

2.4.3 Helicon Thrusters

Although helicon thrusters are much less developed than ion engines and Hall

thrusters, they are expected to achieve theoretically comparable thrust and specific
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impulse, and operate over the power ranges of interest for this survey. Helicon

plasma sources were discovered in the 1960s but the benefits they offer in ionization

efficiency were not well known until the 1980s. Since then, interest in helicon plasma

generators has grown because they are known to produce plasma densities that are

an order of magnitude higher than traditional sources for the same input power.

Helicon sources were proposed for use in EP systems with the hope that a higher

propellant ionization fraction would translate into a higher thrust efficiency.

Due to the nature of their operation, helicon thrusters could offer advantages

over existing EP technologies, such as ion engines and Hall thrusters, including:

1. Higher plasma densities by an order of magnitude: high propellant utilization

fraction, high thrust efficiency

2. No grids or electrodes immersed in plasma environment: circumvents life-

limiting erosion of components, may result in longer operational lifetimes

3. Exhaust beam is composed of equal concentrations of ions and electrons: does

not require external beam neutralizer, introducing additional power and mass

savings

4. Amenable to a wide range of propellants: includes gases that could be har-

vested throughout the solar system for refueling and propellants more easily

storable than noble gases (e.g. water vapor)

A helicon source is a type of RF plasma generator that incorporates an axial

magnetic field to confine electrons and support propagation of circularly-polarized
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low frequency “helicon” waves [79]. A stand-alone helicon thruster consists of a

quartz glass tube wrapped in a copper helical antenna, enclosed by an outer tube

and an axial magnetic field source (e.g. solenoid or Hemholtz coils, not pictured),

and with one end open to allow the exhaust to escape (see Fig. 2.12). The ions are

presumed to be accelerated across a plasma sheath that forms at the exit, which

alleviates the need for internal acceleration grids. Some authors have noted the

formation of a “current-free double layer” outside of the thruster exit plane with

an accelerating potential larger than that of a traditional, single-layer sheath [80].

The presence and properties of naturally forming acceleration mechanisms in these

devices is still an area of active research and debate.

Figure 2.12: Schematic of helicon thruster geometry and operation.

Many protoype thrusters have been developed with varied downstream mag-

netic field profiles [81,82]. While early work to describe the acceleration region was

centered around free-standing and double-layer sheaths as reviewed in [83, 84] and
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described above, more recently the problem has been treated as supersonic plasma

expansion in a diverging magnetic field [85, 86]. Despite their differences, these ap-

proaches roughly converge to predict ion acceleration approximately equal to that of

a planar wall sheath, with the underlying mechanism rooted in steady-state current

ambipolarity.

While several experimental helicon thruster prototypes have been developed to

date, the technology is still yet to be flight demonstrated. In laboratory operation,

helicon ion sources consistently achieve high plasma densities, up to 1013 cm−3 [87],

but the efficiency in a thruster configuration is far from competitive with existing

technologies. For example, Takahashi et. al. [82] have tested several iterations of

helicon thrusters and most recently reported an overall efficiency of only 13.5%

after modifying the downstream magnetic field structure. Williams and Walker [88]

characterized a helicon thruster operating under standard conditions and reported

an overall thrust efficiency of 1.4%, well below the 60-70% routinely seen in ion

engines. They hypothesize that poor mass utilization and high beam divergence

contribute to the inefficiency. Even if these issues were remedied, the authors predict

a maximum efficiency of 30% and thus propose the addition of a secondary ion

acceleration stage to achieve performance competitive with existing technologies.

Several authors have begun work to investigate the performance gains that can

be achieved with the addition of an ion acceleration stage as was suggested in [82].

The VASIMR (Variable Specific Impulse Magnetoplasma Rocket) is an extremely

large scale example of this concept that has undergone significant testing and de-

velopment [89]. The VASIMR system employs a helicon ionization stage augmented
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Table 2.8: Helicon Thrusters Surveyed

Thruster
Name

Research Group or
University

Technology
Maturation

Ref.

HEAT Japanese Collaboration R&D Prototype [92, 93]

HDLT ANU, Surrey Space Center R&D Prototype [94]

HPH.com EU Collaboration R&D Prototype [95]

mHT MIT R&D Prototype [96]

PM-HPT Tohoku Univ. & ANU R&D Prototype [82]

VASIMR
(VX-10)

Ad Astra Developed (Current) [97, 98]

Lab model Georgia Tech R&D Prototype [88]

with an ion cyclotron heating (ICH) acceleration stage that has achieved thrust ef-

ficiencies in excess of 70% [90]. However, this system was designed with the goal

of transporting humans to Mars and thus operates at power levels several orders of

magnitude higher than conventional EP systems (100 kW - MW versus 1-10 kW).

On a moderate power scale (below 10 kW), other researchers have recently investi-

gated more traditional ion acceleration mechanisms, such as adding an anode and

cathode to create an electrostatic potential near the exit [91], to achieve high thrust

efficiency at the expense of forfeiting “erosionless” operation. The performance gains

realized from such a system are yet to be quantified.

The few helicon data points that have been obtained will be included in the

performance comparison section and in the appendix. The systems considered are

outlined in Table 2.8.
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Additionally, a few analytically predicted thrust efficiencies are included for

reference [99–101], though it is expected that unaccounted for loss mechanisms would

make these a presently unachievable upper limit. It is important to note that helicon

system operating powers and efficiencies often consider the RF input power only

and ignore the power into electromagnets used to create the magnetic field. It is

hypothesized that these fields could be generated with superconducting magnets at

negligible power cost.

2.5 Performance Comparison

The data presented for each technology individually in the preceding section is

combined and compared to deduce trends across thruster type. This comparison al-

lows one to assess the broad state of the art for all systems that may enable near-term

deep space missions under current cost and power constraints. The demonstrated

performance is assessed against mission needs detailed in Section III. For example,

mission designers relying on REP asserted a need for thrusters that operate at ef-

ficiencies in excess of 65% below 3 kW. Those proposing missions with SEP desire

high efficiency up to 5 kW, and require a wide operating range.

In Fig. 2.13, the thrust efficiency, specific impulse, and thrust are shown as

a function of input power for all thrusters surveyed. Some of the systems that

have demonstrated the highest thrust efficiencies at each power level are labeled in

Fig. 2.13(a). As expected, the highest efficiency systems are generally ion engines,

with both DC and RF systems present on the front. From Fig. 2.13(b), the presently
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achievable specific impulses are presented and are found to be clearly delineated by

thruster architecture. From Fig. 2.13(c), it is clear that Hall thrusters provide the

highest thrust-to-power output, with other systems following in the reverse order

as specific impulse. The trends in thrust and specific impulse combine so that

the thrust efficiency is not so clearly delineated by thruster type, with ion engines

having only a slight edge. It is obvious that helicon thrusters will need significant

development and improvement before they will be competitive with state of the art

systems at these power levels. Even the analytically predicted thrust efficiencies,

shown with the “x” markers, fall on or below the performance curve at best. It

remains to be seen if implementing secondary acceleration stages can raise thrust

efficiencies to competitive levels, as the VASIMR system has achieved at the 100

kW power scale.

Presently, there are no systems that exceed 65% thrust efficiency below 3

kW. The only system that exceeds this metric below 5 kW is the RIT-22 ion engine,

achieving 72% efficiency at 4.5 kW. Its range of operation and performance variation

with power are not known. There are many thrusters that have operated at or near

the 500 W input of interest to REP missions. The thrust efficiencies near this

operating point are varied, ranging from about 20-60%. Ion engines have achieved

the highest thrust efficiency near 500 W, though Hall thrusters are not far behind.

For example, the BHT-200 demonstrated 50% efficiency at 400 W. Systems such as

NEXT and NSTAR may not demonstrate the highest efficiency at any one power

level since they have been designed to operate over a wide range of input power. For

reference, the NEXT thruster has a thrust efficiency of 30% at 0.62 kW and 67% at
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Figure 2.13: Plots of versus input power of a) thrust efficiency (semi-log), b) specific

impulse (semi-log), and c) thrust (log-log) for all EP systems surveyed.

7.2 kW.

An alternate representation of the performance data is presented in Fig. 2.14

with thrust-to-power plotted against specific impulse for all of the systems surveyed.

Lines of constant efficiency are also included. If an optimal specific impulse has been
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determined for a mission or maneuver, it is straightforward to compare the systems

which meet that requirement. For maneuvers which require a specific impulse below

3000 seconds, annular Hall thrusters emerge as the clear choice, provided the input

power is greater than 100 W. Many deep space exploration missions have an optimal

specific impulse in excess of 3000 seconds and thus would be better suited to adopt

ion engines in their architectures.

Figure 2.14: Plot of thrust-to-power versus specific impulse for all EP systems sur-

veyed.

2.6 Summary

An extensive survey of the state of the art in moderate power electric propul-

sion systems is presented. In contrast to previous surveys, this study organizes

detailed performance data for a subset of the broad field of EP, directed at a spe-

cific mission application. All EP systems that satisfy the requirements of near-term

REP and SEP deep space exploration missions are included. A review of previous
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and proposed EP enabled exploration missions was performed to constrain the sur-

vey. It was concluded that thrusters must operate between approximately 0.1 and

10 kW and produce mN level thrust and an Isp on the order of 1000 seconds. The

types of systems that meet these requirements are ion engines, Hall thrusters, and

helicon thrusters. It is acknowledged that the former two systems are much further

developed than the latter.

It is found that thrust, specific impulse, and thrust efficiency increase with

input power for all developed systems. For both ion engines and Hall thrusters,

thrust increases linearly with input power, and thus logarithmic increases in specific

impulse are mirrored in thrust efficiency trends. Averaged thrust-to-power ratios for

each thruster subsystem are 54 mN/kW for annular Hall thrusters, 33 mN/kW for

cylindrical Hall, 34 mN/kW for DC ion engines, and 31 mN/kW for RF ion engines.

Ion engines demonstrate the highest thrust efficiencies across input power, though

differences in thrust efficiency are not at clear as in thrust and specific impulse,

individually. For missions optimized with specific impulse below 3000 seconds, Hall

thrusters provide the most efficient operation, provided that the input power is

sufficiently high. For a desired specific impulse above 3000 seconds, which is more

common to deep space exploration, both DC and RF ion engines achieve efficiencies

between 60 and 70%. For all thruster types, this survey indicates there is room for

performance improvement at power levels below 3 kW, which will benefit both SEP

and REP missions. All performance data collected for this survey and accompanying

references are included in Appendix A.
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Chapter 3: Single Stage Performance Analysis

3.1 Overview

This chapter has been published in the Journal of Propulsion and Power ac-

cording to the following citation. At the time of this thesis publication, it has been

cited 6 times!

Petro, E. and Sedwick, R.,
Effects of Water-Vapor Propellant on Electrodeless Thruster

Performance,
Journal of Propulsion and Power, Vol. 33 (6), 2017.

https://doi.org/10.2514/1.B36389

The performance of an electrodeless thruster operating on water vapor pro-

pellant is evaluated and compared to noble gas propellants. Cross-section data for

electron interactions with water molecules are employed to predict the ionization

cost as a function of electron temperature. The ionization cost model incorporates

energy loss mechanisms such as dissociation and excitation of rotational modes that

are not present for noble gas propellants. The ionization cost for water is compared

to that of traditional noble gas propellants, such as argon. The characteristics of a

water vapor plasma sheath are discussed and incorporated, along with the ionization

cost, into an overall thrust efficiency analysis.
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Nomenclature

A = cross-sectional area, m2

B0 = constant axial magnetic field, T

e = elementary charge, C

Ec = ionization cost, eV

EICH = ICH energy, eV/amu

Ej = electron energy lost in jth electron-neutral interaction, eV

g = acceleration due to gravity at Earth’s surface, m/s2

Γ = particle flux, m2/s

Isp = specific impulse, s

k = Boltzmann constant, J/K

κ = reaction rate constant, m3/s

me = mass of an electron, kg

mH2O = mass of a water ion/neutral, kg

ne = number density of electrons, particles/m3

ni = number density of (positive) ions, particles/m3

ni− = number density of negative ions, particles/m3

nn = number density of neutral particles, particles/m3

n0 = bulk plasma density, particles/m3

Rm = magnetic mirror ratio, B/B0

φ = electrostatic potential, V

σ = cross-section, m2

θcr = half-angle of particle loss-cone in velocity space, radians

T = thrust, N

Te = electron temperature, eV

Ti− = negative ion temperature, eV

ue = exit velocity, m/s

v = velocity, m/s

vb = Bohm velocity, m/s
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3.2 Introduction

While other researchers have demonstrated that water vapor can be relatively

easily ionized with a helicon source [102,103], the theory behind operation is incom-

plete. Thus we have developed a water vapor ionization model that predicts plasma

characteristics such as the molecular composition and energies of ions created as a

function of the electron energy. These plasma characteristics determine the achiev-

able thrust and specific impulse. The predicted plasma composition and energy loss

mechanisms are incorporated into a power balance analysis to predict thruster effi-

ciency. In Section II, we derive model assumptions with a comprehensive literature

review and calculations specific to water vapor. In Section III, these assumptions

are implemented in a zero-D model to predict thruster performance. While most of

what is presented is applicable to any electrodeless thruster with magnetic expan-

sion, much of the referenced work draws from helicon research. In comparison to the

thruster modeling framework presented in [8], the present work seeks further insight

into the dominant processes in a water vapor discharge that will impact thruster

performance. Additionally, while other authors have developed quasi-1D [86] and

2D [101] performance models for electrodeless thrusters, a zero-D model is sufficient

for the present purpose of comparing the operation with a molecular propellant to a

noble gas propellant. The framework developed in the aforementioned models could

be readily adapted to a molecular propellant such as H2O using the appropriate

collision frequencies and the ionization costs presented in Section II of this paper.
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3.3 Characteristics of a Low Temperature Water Vapor Plasma

A water vapor plasma differs significantly from a noble gas plasma. In a noble

gas plasma, electron collisions will result in either elastic scattering, ionization, or

electronic excitation. In a water vapor plasma, many more electron-molecule in-

teractions must be considered. For example, water molecules may dissociate into

component molecules and dissociated species may form both positively and neg-

atively charged ions, which will affect the plasma characteristics. In considering

water vapor as an alternative propellant, several key questions arise and are an-

swered through this analysis. We seek to understand:

1) How does the presence of negative ions (H−, O−, OH−) affect the operation?

2) What are the properties of a plasma sheath with multiple positive (and nega-

tive) ions?

3) Can water vapor be ionized as efficiently as traditional propellants?

These questions are critical for predicting the thrust efficiency of an electrode-

less thruster operating with water vapor. The assumptions employed in this study

may also be applicable to other oxygen containing molecular propellants such as

N2O and CO2. In this section, a review of the plasma literature pertinent to each of

these questions is presented, along with conclusions drawn for a low-temperature,

low-pressure plasma.
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3.3.1 Impact of Negative Ions

Plasmas containing sufficiently high populations of negative ions are referred to

as electronegative and are still an area of active research [104, 105]. A water vapor

plasma supports the production of negative ions through dissociative attachment

electron-ion collisions. The production of negative ions is of interest because they

could alter the steady-state accelerating potential in the magnetic nozzle or represent

a loss mechanism if trapped in the bulk. At low electron temperatures, the cross-

sections for the production of negative ions far exceed those for positive ions [106].

Using these cross-section data, the rate constants, κ, for electron interactions are

calculated for a Maxwellian electron population according to Eq. (3.1).

κ = 〈σ(Ee)v(Ee)〉 =
√

8e

πmeT 3
e

∫ ∞

0

Eeσ(Ee)e
−Ee

Te dEe (3.1)

where me is the electron mass and v(Ee) is the electron velocity.

The rate constants for plasma (electron) temperatures between 1 and 10 eV

are given in Fig. 3.1. The lines representing each species are labeled at the right-

hand border of the figure. For low pressure discharges, H2O
+ is predicted to be the

dominant positive ion. The discharge becomes strongly electropositive around 3 eV.

From this calculation it is predicted that negatively charged ions (mainly H−) will

readily form at plasma temperatures below 2 eV. However, quasi-neutrality must

still be satisfied (ni = ni− + ne) globally. For temperatures of 3 eV and above, the

production of negative ions quickly becomes negligible in relation to positive ions.

For reference, electron temperatures between 1 and 10 eV are typical for helicon
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plasmas [107,108] and similar or even higher temperatures may be possible in ECR

discharges [109].
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Figure 3.1: Rate constants, κ = 〈σ(E)v(E)〉, for ions generated in a water vapor

plasma as a function of electron temperature.

Although cross-section data suggest that negative ions readily form at low

electron temperatures, there is both theoretical and experimental evidence to suggest

that they may not have a significant impact on thruster operation. Numerical

simulations [105, 110, 111] and experimental observations [112] of low-temperature

electronegative plasmas indicate that negative ions will remain trapped in the center

of the plasma due to their inability to traverse sheath potentials that form near the

wall. Assuming the potential structure keeps negative ions confined to the center
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of the plasma, the generation rate will be balanced by the rate lost via electron

detachment (e + A− → A + e + e) resulting in a steady-state population [113].

The particle balance principle employed in plasma coronal equilibrium models [114]

can be used to determine the steady-state ratio of negative ions to neutral molecules.

In steady state, neglecting ion-ion recombination at electron temperatures on the

order of 1 eV or higher, the negative ion particle balance is given by Eq. (3.2), with

detachment being the dominant loss process.

dni−

dt
= nenn〈σattachv〉 − neni−〈σdetachv〉 = 0 (3.2)

Thus, the steady-state ratio of negative ions, ni−, to neutral molecules, nn, is

given by Eq. (3.3), where both the numerator and denominator vary with electron

temperature.

ni−

nn

=
〈σattachv〉
〈σdetachv〉

(3.3)

Using the cross-section data given in [106], this ratio is calculated and plotted

(Fig. 3.2) for the plasma temperatures of interest. It is found that the negative

ion population should remain less than 1 part in 1000 of the neutral population.

If a resonant wave heating mode can be achieved for water vapor, as has been

demonstrated with argon in helicon sources, positive ion fractions exceeding 1 part

in 10 are possible [87]. Thus, it is assumed for this analysis that the water vapor

plasma can be modeled as electropositive with the negative ions confined to the

interior of the plasma and contributing only as an energy loss mechanism.
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Figure 3.2: Steady-state ratio of negative ions to neutral particles as predicted by

the particle balance model (Eq. (3.2)).

3.3.2 Plasma Sheath Properties

There has been considerable theoretical investigation into the effect of multiple

positive ion species and negative ion species on sheath formation and characteris-

tics [115]. For electronegative plasmas, the sheath potential is a function of the

electronegativity, ni−

ne
, and the negative ion to electron temperature ratio Ti−

Te
[116].

For sufficiently low values of each, an electropositive sheath forms and negative ions

are confined. This theoretical result agrees with experiments cited in the previous

section. Per the assumption that negative ions do not contribute to sheath formation

processes, the question is reduced to the effect of multiple species of positive ions

(i.e. H2O
+,H+,O+) on the sheath characteristics. The multi-species electropositive

sheath Bohm velocity, vb, is not constrained to a unique solution, but two interesting
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results are possible [117]; each species is either accelerated to its own sound speed,

or to a system averaged sound speed across the pre-sheath region. The latter result

has been observed experimentally even at low pressures [118] when population den-

sities of each ion species are comparable. However, another group [119] showed that

if one species far outnumbers another (n1

n2
≫ 1), the former result prevails wherein

each species travels at its own sound speed (vb,i = cs,i =
√

Te

mi
). In addition to af-

fecting particle fluxes to the walls, it is generally assumed the plasma flux out of the

exit of electrodeless thrusters is given by Γ = 0.5n0vb, where n0 is the bulk plasma

density [99]. Thus, the relative populations of positive ions in an H2O plasma are

needed to predict the Bohm velocity and thereby the exhaust characteristics.

The relative fractions of positive ions are predicted to first order using the

generation rate constants for ions versus electron temperature (introduced in Section

II(a) above). The relative population densities are predicted by assuming the flux

of each species, Γi, out of a control volume is equal to its generation rate (Γi =

nnne〈σionv〉 = nennκi). Recombination reactions that could result in different loss

rates for each species are neglected for low pressures. The steady-state densities are

thereby coupled to the loss rates through the sheath, but a self-consistent solution

can be found for the latter case discussed above, with H2O
+ ions far outnumbering

all other positive ions. In this case, ion fractions for each species are a function of

the relative generation rates and Bohm velocities as given by Eq. (3.4).

ni

ntotal
=

Γi

vb,i
∑

Γi

vi

=
κi
√
mi

∑

κi
√
mi

(3.4)

The ion fractions for the dominant positive species are shown in (Fig. 3.3) for
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Figure 3.3: Distribution of positive ions in a H2O plasma.

temperatures below 10 eV. H2O
+ ions are found to comprise 83% or greater of the

total positive ion population in this energy range. The next highest population is

OH+ ions, contributing up to 15% of all positive ions at 10 eV. Thus we assume

that each species is accelerated to its individual sound speed. We conclude that

the plasma sheath in a water vapor system is largely unaffected by additional ion

species (both positive and negative) and reduces to the result for a single, species

H2O
+ plasma. Assuming the positive ions contribute the majority of the momentum

transfer (mH2O+ ≈ mOH+ ≫ me), a simple expression for thrust, T, is given by

Eq. (3.5).

T = mH2O
n0

2
vbueA0 (3.5)

where ue is the exit velocity, determined by the magnetic nozzle expansion,

and A0 is the constant cross-sectional area before expansion, which determines the
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mass flow rate out of the thruster. There is no electron pressure term as the electrons

are assumed to cool in the expansion process [120].

As discussed in Section I, although many different models of the acceleration

region exist, most predict ions gain energy approximately equal to that of a Debye

sheath drop. Thus, the kinetic energy of the exhaust is given by Eq. (3.6) and the

Isp is given by Eq. (3.7). Here, —∆Φsh— represents the potential drop in both the

downstream nozzle and at any closed boundaries upstream.

1

2
mH2Ou

2
e = e|∆Φsh| =

1

2
eTe

(

1 + ln

(

mH2O

2πme

))

(3.6)

Isp =
ue

g
=

1

g

√

√

√

√

eTe

(

1 + ln
(

mH2O

2πme

))

mH2O

(3.7)

When compared to argon, a water vapor exhaust beam will have a 43% higher

Isp due to its lower molecular weight.

3.3.3 Ionization Cost

The ionization efficiency plays an important role in determining overall thruster

efficiency. The ionization cost is the total energy required to form an ion, accounting

for other simultaneous electron-neutral interactions. The ionization cost can exceed

the threshold energy (12.6 eV for H2O
+) for ionization to occur by several orders

of magnitude. Note that in this treatment, we consider only loss mechanisms asso-

ciated with electron-neutral interactions, not the cost of ions lost to the walls or in

recombination reactions.

An expression for the ionization cost, Ec, of a noble gas is given below by

Eq. (3.8), which depends on the reaction rate constants, κ, and energy losses, Ej ,
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for ionization, electronic excitation, and elastic energy transfer between electrons

and neutral atoms [121]. For a molecule, many more reactions, such as dissociation

and excitation of vibrational and rotational modes must also be included.

κionEc = κionEion + κexcEexc + 〈σelasv · 2Ee
me

mH2O
〉 (3.8)

Note that the elastic scattering term in Eq. (3.8) is represented slightly differ-

ently than in the original source to emphasize that any energy term that is a function

of Ee should be averaged with the interaction cross-section across the Maxwellian

electron population. For energy losses that do not vary with electron energy, the

threshold energy for the reaction is used.

The ionization cost is calculated for water vapor using the same framework as

in Eq. (3.8), but adding in all dominant electron energy transfer mechanisms (elas-

tic collisions, vibrational and rotational mode excitations, dissociative attachment,

dissociation, ionization, and radiation), i.e. κionEc =
∑

j

〈σjvEj〉. For complete-

ness, the ionization cost was computed to take into account both the additional

energy deposition into OH+ creation and the additional ions formed as a result.

Thus in the form of Eq. (3.8) for water, the left-hand side is modified such that:

κion = 〈σve〉H2O+ + 〈σve〉OH+. In this case, the ionization cost represents the cost to

form (1− χ)H2O
+ and χH2O

+ ions where χ = 〈σve〉OH+/ (〈σve〉H2O+ + 〈σve〉OH+).

The cross-sections for the dominant reactions used in this analysis are shown

in Fig. 3.4. Cross-section data was compiled from Itikawa [106], Thorn [122], and

Khakoo [123]. The cross-sections for molecular energy dissipation mechanisms such

as rotational and elastic scattering are orders of magnitude higher than the ionization
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cross-sections. However, it is important to note that the energy lost through these

processes is also orders of magnitude lower than the ionization potential. The wide

variations in cross-sections, energy losses, and effects of averaging over a Maxwellian

population result in non-trivial contributions by each process to the overall energy

balance, the results for which are shown in Fig. 3.5.
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Figure 3.4: Cross-sections for dominant electron interactions with water vapor used

in ionization cost calculations.

A comprehensive list of reactions considered, associated energy losses, and

references are given in Table 3.1. For rotational transitions, the average value of

each reported energy range is used to estimate ionization cost. Of the many possible

electronically excited states of H2O, the cross-sections for the a3B1 and A1B1 states

were found to be dominant [122], and thus other states are neglected in comparison.

Likewise, while all radiation cross-sections given by Itikawa [106] are included, the
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first three (OH(A-X), H Lyman α, and H Balmer α) dominate the electron energy

lost to radiation. It is also assumed that the OH products resulting from these three

radiation reactions, along with the H Balmer β reaction and a3B1 and A1B1 states

of H2O, are also captured in the OH(X) dissociation cross-section. Thus, to avoid

double-counting the dissociation energy loss, 5.1 eV is subtracted from the energy

transferred in each of the above mentioned reactions (Ej = Ethreshold − 5.1 eV ), as

they each ultimately dissociate via this pathway. Lastly, it is noted that the creation

of other positive ions (e.g. H+, etc) are neglected as they are expected to be far

outnumbered by H2O
+ ions.

The distribution of electron energy loss among different reactions with neu-

trals is shown in Fig. 3.5 as a function of Maxwellian temperature. The fractional

distribution of energy loss by process is given by Eq. 3.9 as a function of Maxwellian

electron temperature. In this case, electronic excitation includes radiating and non-

radiating dissociation reactions.






χj =

〈σvEj〉
∑

j

〈σjvEj〉






(3.9)

It can be seen that at low temperatures, the majority of electron energy is

lost via rotational and vibrational excitations. At higher temperatures, electron en-

ergy is split predominately between ionization and both radiating and non-radiating

dissociation reactions. At 6.8 eV, electrons give up equal amounts of energy to ex-

citation and ionization processes. Above this temperature, ionization becomes the

leading energy transfer pathway. It should be noted that the present results, shown
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Table 3.1: Electron-neutral interactions in water vapor

Collisional process Energy loss Ref.

Elastic scattering 2Ee
me

mH2O
[106]

Rotational excitation 0-0: Elastic 2Ee
me

mH2O
[106]

0-1: Inelastic 4.6-5.2 meV [106]

0-2: Inelastic 8.7-16.9 meV [106]

0-3: Inelastic 17.6-35.4 meV [106]

Vibrational excitation 100+001: Inelastic 0.45 eV [106, 123]

010: Inelastic 0.20 eV [106, 123]

Dissociative attachment Ee (electron captured) [106]

Dissociation (into non-radiating fragments) OH(X)+H(n=1): 5.1 eV [106]

O(3P ) +H2(X)1 5.0 eV [106]

O(1D) +H2(X)2 7.0 eV [106]

O(1S) +H2(X) 9.2 eV [106]

Electronic excitation a3B1 7.14 eV [122]

A1B1 7.49 eV [122]

Radiation (from fragments) OH(A-X) transition 9.15 eV [106]

H Lyman α 15.3 eV [106]

H Balmer α 17.2 eV [106]

H Balmer β 18.6 eV [106]

O 844.7 nm 14.6 eV [106]

O 777.4 nm 15.7 eV [106]

O 130.4 nm 14.7 eV [106]

Ionization H2O
+ 12.6 eV [106]

OH+ 18.1 eV [106]
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in Fig. 3.5, differ from those given by Fridman and Kennedy in [113] for a water

vapor plasma with a Maxwellian electron population. Particularly, the fraction of

energy lost to dissociative attachment reactions is expected to be much lower than

indicated in the referenced work.
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Figure 3.5: Fractional distribution of energy loss by process as a function of

Maxwellian electron temperature.

Using the reactions given in Table 3.1 and the framework given by Eq. (3.8),

the ionization cost is calculated for a range of Maxwellian electron temperatures. A

brief review of the literature on helicon source electron energy distribution functions

(EEDFs) revealed that electrons found in such systems are most likely Maxwellian

distributed [108,124,125]. Cannat [109] showed that rate constants using measured

ECR EEDFs closely matched those calculated with a Maxwellian assumption. For
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comparison with water, the ionization cost of argon with Maxwellian electrons is

also calculated using the cross-sections employed in [126]. Argon is chosen because

it has been the primary gas used in laboratory RF plasma experiments. The results

are plotted in Fig. 3.6. Results will be compared with independent calculations for

the ionization cost for water performed by Kovtun [127] with Maxwellian electrons

at 3 eV and above.
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Figure 3.6: The ionization cost for H2O compared with Ar for Maxwellian electrons

between 1 and 10 eV.

This analysis indicates that while the ionization cost for water is substantially

higher than that of argon at low temperatures, it becomes comparable at just a

few eV. For example, at 3.2 eV, both the present model and the Kovtun model
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estimate an ionization cost of 65 eV for water while 43 eV is predicted for argon.

Furthermore, the ionization cost for water predicted in this analysis becomes equal

to that of argon at around 5 eV, and beyond this point, the ionization cost for water

is predicted to be even lower than that of argon. At 10 eV, the production of a

water ion is predicted to require 23 eV while an argon ion would require 25.2 eV. At

high temperatures (Te = 100 eV ), likely unreachable with a laboratory plasma, the

ionization cost of a water molecule asymptotes to 20.8 eV in the present work, and

16.9 eV in the Kovtun model. It is believed that discrepancies between the present

work and that of Kovtun are largely due to treatment of dissociation reactions,

particularly the inclusion of the OH(X) generation cross-sections in this analysis.

Note that this work also includes the energy cost for OH+ ions but the difference

between the ionization cost calculated in this formulation and considering H2O
+

ion creation only is below 5 % for the electron temperature range considered. For

example, at 10 eV, the ionization cost in this formulation is 23.0 eV whereas the

result for H2O
+ ions only would be 23.9 eV.

Curve fits of the ionization cost are provided for use in future analyses. Dif-

ferent fits are provided for the regions between 1-3 eV (Eq. 3.10) and from 3 eV to

100 eV (Eq. 3.11). For the latter region, a similar functional form as is presented

for fits in [127] is also employed here. Curve fit constants for both water and argon

are given in Tables 3.2 and 3.3.

Ec,low(Te) = c0e
c1T

c2
e + c3T

c4
e + c5 (3.10)
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Table 3.2: Curve fit parameters for ionization cost results: 1 ≤ Te ≤ 3 eV

Species c0 c1 c2 c3 c4 c5

Water 0.4202 13.72 -0.9948 -9.343×10−3 7.115 52.23

Argon 72.78 2.673 -3.195 -0.01939 5.606 -25.86

Table 3.3: Curve fit parameters for ionization cost results: 3 ≤ Te ≤ 100 eV

Species k0 k1 k2 k3 k4

Water 32.93 2.051 -13.20 2163 -6.925

Argon -42.42 -0.935 60.58 579.3 -4.316

Ec,high(Te) =
k0Te

Te − k1
+

k2Te

Te + k1
+

T3 − k3
(Te − k4)2

(3.11)

3.4 Efficiency of a water vapor plasma thruster

The conclusions drawn from the preceding section are used to develop a model

for thrust efficiency as a function of electron temperature. The efficiency of an elec-

trodeless thruster with ion acceleration in an expanding magnetic field is considered

for both propellants. The thrust efficiency model is derived from existing frame-

works [86,99,101]. Efficiency improvements enabled by the addition of an upstream

magnetic mirror are also considered. The assumptions and pertinent equations are

discussed below.

This model predicts efficiency by comparing the energy required to generate

and accelerate the plasma to the thrust power contained in the exhaust beam. Ions
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are considered to be monoenergetic and electrons to be isotropically Maxwellian

distributed. There are two primary sources of energy deposited into each electron-

ion pair that leaves the plasma, (1) the energy required to create the ion, Ec and

(2) the energy associated with particle acceleration across a wall-sheath or magnetic

nozzle (assumed to be equivalent). Each is a function of the electron temperature.

Additionally, each electron deposits 2Te across the sheath.

Thus, the energy per particle comprising the exhaust beam is given as:

Ebeam = e|∆φsh(Te)| (3.12)

and the total energy for each ion-electron pair lost to the exhaust or to a wall

is given by:

Etotal = e [|∆φsh(Te)|+ 2Te + Ec(Te)] (3.13)

The thrust efficiency can be calculated by combining the energies above with

the particle flow rates out of the exit and to the upstream wall. Whether particle

loss to the radial walls represents a significant energy sink in these systems is still

somewhat of an open question. Ahedo [101] showed that even for a very narrow (1

cm radius) source and a modest (200 Gauss) magnetic field, the particle density at

the radial wall should be reduced by a factor of 10 to 100. For a 600 Gauss axial

field in the same source, they justify neglecting lateral losses altogether. Similarly,

Fructhman’s cross-field diffusion model [128] predicts radial diffusion to be orders of

magnitude lower than in the axial direction at typical operating conditions. LaFleur

[86] cites empirical data which indicates that when the source radius is at least 5

times greater than the ion cyclotron radius, the plasma edge density will be 10% or
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less of that in the center. For weak magnetic fields or large length to radius ratios,

radial fluxes can contribute non-negligible power losses, but for this model idealized

radial confinement is assumed. As a result, the ion generation rate is assumed

to be exactly equal to the sum of the (magnetic field dependent) upstream and

downstream loss rates. Power losses associated with unimpeded charged particle

transport upstream have been shown in previous models to significantly limit the

thrust efficiency of electrodeless thrusters [99, 101]. An upstream magnetic mirror

can be created, for example, by the addition of a permanent ring magnet at the

front wall [100] to reduce losses. The reduction in electron transport is a function

of the mirror ratio between the constant axial field in the bulk of the discharge

and the high field region near the front wall. The upstream electron flux, Γwall,

in a converging magnetic field can be found by taking the first moment of the

Boltzmann distribution function projected along the axis of travel. According to

the conservation of the magnetic moment and energy, only particle velocities within

a loss cone of half-angle θcr = sin−1
(

√

1/Rm

)

are allowed, where Rm is the ratio

of the upstream magnetic field at the wall, Bmax, to the constant axial field, B0.

Γwall =

∫ θcr

0

dθ

∫ 2π

0

dφ

∫ ∞

0

dv

[

n0

(

2πeTe

me

)
3
2

e−
1
2mev

2+e∆φ

eTe v3 sin θ cos θ

]

=
1

Rm

n0

4
c̄ee

∆φ
Te

(3.14)

Thus the upstream electron flux is reduced from the typical 1D result by the

factor of B0/Bmax. The ion flux in a converging magnetic field is treated differently

due to their low collisionality. Martinez-Sanchez and Ahedo [129] showed that elec-

trostatic potentials forming near the last closed magnetic field lines will focus ions
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into the cusp region of the converging field and will prevent them from impacting the

wall elsewhere. The flux, however, even in the case of magnetized Maxwellian ions,

is found to be approximately equal to that into a planar wall sheath (Γi ≈ 0.5n0vb).

Thus, though the flux of ions is not reduced, the potential structure acts to limit

the wall area exposed to the flux. The exposed area, Awall can be found from the

magnetic field ratio (Awall = A0/Rm), where A0 is the cross-sectional area of the

cylindrical discharge chamber. This is also the area exposed to the reduced electron

flux.

A sheath structure is still expected to form along the wall where electrons and

ions impact to maintain zero net current in steady-state. The required potential

can be found by equating the ion and electron currents at the wall. Because the

exposed wall area is the same for electrons and ions, this is equivalent to equating

the upstream fluxes described above. The sheath is treated as a discontinuous

jump in potential such that the magnetic field at the pre-sheath sheath boundary

is approximately equal to the field at the wall.

Γi = Γe (3.15)

0.5n0vb =
1

Rm

n0

4
c̄ee

∆φmirror
Te (3.16)

It can be shown that the magnitude of the required potential difference between

the wall and plasma is thereby reduced in the presence of a magnetic mirror, as given

by Eq. (3.17).
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|∆φmirror| = |∆φsh| − Teln (Rm) (3.17)

The above results can be combined into a zero-D thrust efficiency model to

compare theoretical operation with water vapor to argon. The thrust efficiency,

ηT , is defined as the ratio of the beam power to the power required to sustain

and accelerate the plasma
(

ηT = Pbeam

Pin

)

. A well-matched antenna can transfer RF

power very efficiently (ηRF ≈ 0.9 in [130]) and thus RF losses are neglected here. It is

assumed that an antenna can couple to a water plasma as efficiently as argon, though

this could be an interesting venue for future study. Losses associated with divergence

in the exhaust plume are neglected, though a constant multiplicative factor (ηD ≈

0.7 − 0.85 [131]) could be added. Again, it is not expected that the divergence

efficiency will differ substantially between argon and water vapor. Thus to account

for RF and divergence losses, the idealized thrust efficiencies presented below could

be simply scaled by a factor of ηRFηD. It is assumed that the magnetic field can

be generated with a combination of permanent and superconducting magnets at no

power cost.

ηT =
ΓieA0|∆φsh|

ΓieAwall (2Te + |∆φmirror|+ Ec) + ΓieA0 (2Te + |∆φsh|+ Ec)
(3.18)

Eq. (3.18) simplifies to:

ηT =
|∆φsh|

(

1 + 1
Rm

)

[2Te + |∆φsh|+ Ec]− Te

Rm
ln(Rm)

(3.19)

The thrust efficiency from the above expression is plotted as a function of

electron temperature for both water and argon, for several magnetic field ratios in
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Fig. 3.7, and as a function of magnetic field ratio for several electron temperatures in

Fig. 3.8, both for water vapor (dashed lines) and argon (solid lines). It is apparent

that the efficiency of a water propelled thruster tracks quite closely with that of

a traditional argon system for electron temperatures above 5 eV. For sufficiently

high mirror ratios and electron temperatures, thrust efficiencies above 50% may be

possible with strong radial and upstream confinement.
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Figure 3.7: Thrust efficiency for an electrodeless thruster operating with water vapor

versus electron temperature

The dependence on the mirror ratio shown in Fig. 3.8(b) indicates that negligi-

ble additional gains are achieved for mirror ratios greater than 20. For reference, the

mirror ratio of the design proposed in [100] is on the order of 10. Much higher ratios

may be hard to achieve experimentally while maintaining good radial confinement

and reasonable magnet masses. Furthermore, for electron temperatures below 2 eV,
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Figure 3.8: Thrust efficiency for an electrodeless thruster operating with water vapor

versus upstream magnetic field ratio.

the thrust efficiency of the water vapor system is extremely poor, regardless of the

upstream mirror effects. However for a 10 eV electron population, the addition of

a sufficiently strong magnetic mirror could essentially double the thrust efficiency.

The electron temperatures measured for RF water vapor plasmas in previous stud-

ies [102, 103] are between 1 and 9 eV. Thrust efficiencies demonstrated to date in

helicon plasma thrusters have typically been less than 10%, as would be expected

for a low temperature (1-3 eV) discharge without upstream mirror. Thus it will

be necessary to verify experimentally whether good upstream confinement and high

electron temperatures (above 5 eV) can be attained for argon and for water vapor.

Additionally, this model neglects heavy particle collisions that could result in more

complex plasma chemistry. One such reaction, H2O
+ + H2O H3O

+ + OH could
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result in non-negligible hydronium ion, H3O
+, populations depending on plasma den-

sities and device length scales. Similar to OH+, the H3O
+ ion would behave in a

manner dynamically similar to the H2O
+ population. In Chapter 5, a more detailed

plasma chemistry model is implemented to assess the impact of potential ion-ion

and ion-neutral reactions on plasma composition and thrust efficiency.

3.4.1 Conclusions

The suitability of water vapor as a propellant in electrodeless RF thrusters

has been investigated from an analytical perspective, with model assumptions con-

strained by relevant theoretical and experimental results. Major conclusions from

the literature affecting the efficiency model include (1) the ability to neglect negative

ions except as an ionization energy loss pathway, (2) the behavior of the discharge as

electropositive, dominated by H2O
+ ions, and (3) the approximation of wall sheaths

and magnetic nozzle potentials as 1D single-species Debye sheaths. Ionization costs

for Maxwellian electrons are calculated and compared to argon, with curve fits pro-

vided for follow-on analyses. Though the ionization cost for water far exceeds argon

at low temperature, it becomes comparable around 5 eV. As a result, the efficiency

of a water propelled electrodeless thruster also becomes comparable above 5 eV.

Thrust efficiency increases with both electron temperature and upstream mirror ra-

tio, with diminishing gains achieved above a factor of 20 for the latter. Thus, per a

zero-D analysis, water vapor appears to be a suitable propellant if a Maxwellian elec-

tron temperature above 5 eV can be sustained. As the physics of the the RF wave
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propagation is omitted, these results are relevant to any electrodeless configuration

with Maxwellian electrons provided that radial wall losses can be mitigated.
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Chapter 4: Helicon Thruster Performance with Acceleration Stage

4.1 Overview

Sections 4.2 and 4.4 of this Chapter have been published in conference pro-

ceedings according to the following citations:

Petro, E. and Sedwick, R.,
Effects of Water Vapor Propellant on Helicon Thruster Performance,
52nd AIAA/SAE/ASEE Joint Propulsion Conference, 25-27 July, Salt Lake City,

Utah, AIAA 2016-4735, published online 22 July 2016,
https://doi.org/10.2514/6.2016-4735

Petro, E. and Sedwick, R.,
Ion Cylotron Heating in an Eletrodeless Water Vapor Thruster,

35th International Eletric Propulsion Conference, 8-12 October, Atlanta, Georgia
IEPC-2017-468, published online 12 October 2017.

While the thrust efficiencies of the single-stage system are greatly improved by

the addition of an upstream magnetic mirror, it was shown in the previous chapter

that the above (idealized) results are still below many state-of-the-art Hall thrusters

and ion engines [132]. Thus, the performance gains that can be realized through the

addition of an acceleration stage are investigated. An electrodeless acceleration stage

is preferred due to additional grid degradation that would be expected in a water

plasma environment. The electrodeless acceleration stage investigated here is an ion
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cyclotron heating (ICH) stage. This concept has been demonstrated in the VASIMR

system [133] to effectively increase the energy of the exhaust by resonantly heating

the ions. The ions gain a large rotational energy which is converted to translational

energy as the plasma expands through a diverging magnetic nozzle.

In this chapter, the principles and physics of ion cyclotron heating are intro-

duced, along with a summary of previous studies on ion cyclotron heating in plasma

thrusters. Then the thrust efficiency analysis that was developed in Chap. 3 is ex-

tended to capture the addition of an ion cyclotron heating acceleration stage in the

context of a water plasma thruster. This model is used to evaluate the parameter

space over which such a design modification would be desirable. Finally, a particle-

based model is presented as a means of studying the detailed response of plume ions

to ICH heating.

77



Nomenclature

B = magnetic field strength

d = distance between parallel plate electrodes

ǫ = dielectric constant

εICH = ion cyclotron energy

E = electric field strength

I = current

Isp = specific impulse

g = acceleration due to gravity

m = mass

µ0 = permeability of free space

N = number of cyclotron oscillations

nturns = numbers of turns of wire

ne = electron density

φ0 = electric field phase

q = plasma shielding parameter

r = radius

Rm = magnetic field (mirror) ratio

t = time

twire = thickness of wire

Te = electron temperature

Ti = ion temperature

V0 = potential difference

ωce = electron cyclotron frequency

ωci = ion cyclotron frequency

ωpe = electron plasma frequency
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4.1.1 Physics of Ion Cyclotron Heating

It is well known that a particle of charge, q, traveling perpendicular to a

magnetic field with some velocity, v⊥, will experience a centripetal acceleration due

to the Lorentz force (~F = q~v× ~B) that causes it to gyrate about the magnetic field

lines (Fig. 4.1).

Figure 4.1: Diagram showing ion cyclotron motion for a charged particle.

The gyro orbit (Larmor) radius, rL and cyclotron frequency, ωc are determined

by the particle’s velocity perpendicular to the magnetic field, the magnetic field

strength, B, and the particle mass, m.

rL =
qv⊥
mB

(4.1)
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ωc =
qB

m
(4.2)

Ion cyclotron heating is the process by which an external electric field is applied

to accelerate the particles in the direction perpendicular to the magnetic field. The

accelerating field must oscillate at the same frequency as the particle orbits the

magnetic field lines. Thus in practice, an RF antenna is tuned to the ion cyclotron

frequency and used to resonantly increase the perpendicular kinetic energy of the

charged particles.

Many different types of antennas have been employed to heat ions in this way.

For example, Ilin et. al. [134] compared the heating efficiency of various antenna

geometries and eventually settled on a 1/4-turn antenna that launches left-hand

polarized waves at the ion cyclotron frequency. Other groups have studied the

use of antennas as simple as parallel plates to create a perpendicular electric field

oscillating at the ion cyclotron frequency [135].

Ion cyclotron heating has been employed for various applications including

fusion experiments [136], mass spectrometry [137], and high specific impulse electric

propulsion. When implemented in a plasma thruster, the ICH process is referred

to as “single pass” where the ions will travel through the heating region only once.

Other implementations may have plasma confined between magnetic mirrors where

ions oscillate axially and pass through the heating regions many times. In either

case, it is desirable to have the ion experience several gyro-orbits while in the heating

region. This requirement impacts the design of the antenna and is addressed in
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Section 4.4 of this Chapter.

4.1.2 Ion Cyclotron Heating in Plasma Thrusters

In a plasma thruster, the plasma is generated upstream then diffuses into a

second stage where ions are heated resonantly via an external antenna tuned to the

ion cyclotron frequency. In this region, the plasma may remain quasi-neutral but

the ions are heated such that Ti >> Te and heating frequencies are magnetic field

dependent, but typically in the MHz range.

Figure 4.2: Diagram of plasma thruster with an ion cyclotron heating stage.

The high rotational energy gained in the ICH process must be converted into

directed kinetic energy to produce useful thrust. This conversion occurs as the

plasma exits along a diverging magnetic field beyond the ICH region. The diverging

magnetic field forms a magnetic nozzle that guides the expansion of the plasma and

the energy conversion. The principle behind energy conversion in a magnetic nozzle
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is the conservation of the magnetic moment, µ, (Eq. 4.3), and conservation of energy

(Eq. 4.4).

µ =
mv2⊥
2B

(4.3)

v20 = v2⊥ + v2‖ = const (4.4)

As the axial magnetic field strength drops across the magnetic nozzle, the per-

pendicular velocity drops proportionally and the parallel (directed) kinetic energy

increases. The VASIMR group [138] has demonstrated ICH energy conversion ef-

ficiencies > 90% in their design. They have also demonstrated the efficacy of ion

cyclotron heating for a range of propellants (H2, D2, Ar) and have demonstrated

overall thrust efficiency in excess of 70% at high power levels (200 kW) [90]. The

goal of the present analysis is to assess the scalability of this process for a small

scale, moderate power water-propelled thruster.

4.2 Quasi-1D Efficiency Analysis

In the second stage, the cold ion approximation no longer applies, though the

ions are still assumed to be monoenergetic in the idealized case. The magnetic field

in the ICH region must be large enough that it keeps ions sufficiently magnetized

so that they are not lost to the walls as their rotational energy increases. However,

it must also be lower than the mirror field at the upstream wall.

82



Figure 4.3: Diagram of charged particle fluxes in a two-stage electrodeless plasma

thruster employed in a thrust efficiency analysis [1].

4.2.1 Efficiency without Wall Losses

First, the thrust efficiency is evaluated naively assuming that the downstream

magnetic field is strong enough to confine the ions such that they are not lost

to the walls at high rotational energies. This could potentially be accomplished

with a diverging chamber geometry (though the magnetic field strength is usually

inversely proportional to the magnet radius). If 100% RF power coupling into the

plasma is assumed, then the thrust efficiency can be determined from the upstream

and downstream particle flow rates and energies. Per the same conclusions drawn

above for the upstream field, ion flux is assumed to be independent of magnetic

field strength, but the effective area will decrease by the inverse of the mirror ratio.

Thus, an expression for the thrust efficiency with the addition of ion cyclotron

heating is given in Eqn. 4.5 where Rm,1 and Rm,2 are now the respective upstream

and downstream magnetic mirror ratios, and |∆φ1,2| are the respective upstream

and downstream potential differences required for equal ion and electron currents in
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steady-state. EICH is the additional (initially rotational) energy (in eV) deposited

per particle by the ICH antenna.

ηT =

Γie
A0

Rm,2

(

EICH + |∆φ2| +
1

2
Te

)

Γie
A0

Rm,1

(

1

2
Te + 2Te + |∆φ1| − Teln(Rm,1) + Ec

)

+ Γie
A0

Rm,2

(

1

2
Te + 2Te + |∆φ2| + Ec + EICH

) (4.5)

Eqn. 4.5 can be simplified to:

ηT =

(

EICH + |∆φsh| − Teln(Rm,2) + 1

2
Te

)

Rm,2
Rm,1

(

1

2
Te + 2Te + |∆φsh| − Teln(Rm,1) + Ec

)

+
(

1

2
Te + 2Te + +|∆φsh| − Teln(Rm,2) + Ec + EICH

)
(4.6)

In the limit that the upstream magnetic mirror is much larger than the down-

stream mirror (Rm,2/Rm,1 ≪ 1), the thrust efficiency further simplifies to:

ηT =

(

EICH + |∆φsh| − Teln(Rm,2) +
1
2
Te

)

(

1
2
Te + 2Te + |∆φsh| − Teln(Rm,2) + Ec + EICH

) (4.7)

Eq. (4.7) is evaluated for 3 downstream magnetic field ratios (Rm,2 = 1,5,10)

for varying amounts of ICH energy deposited. In this simplified case, the only ef-

fect of the downstream magnetic mirror is to decrease the accelerating electrostatic

potential. The results, shown in Fig. 4.4, indicate that thrust efficiency could poten-

tially be improved to values competitive with state-of-the-art systems in a two-stage

configuration.

Argon results are shown in Fig. 4.4(a)-(c) and water vapor in Fig. 4.4(d)-(f).

Lines represent constant ICH energy addition from EICH = 0 up to EICH ≈ 50

eV/amu. Thus the lowest efficiency curve in each case represents perfect reflection

upstream with no ICH energy deposition. For both argon and water vapor, minimal

improvements in efficiency are gained beyond the addition of 12.5 eV/amu, corre-

sponding to the 6th line on each plot and an Isp of approximately 5000 seconds.
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Figure 4.4: Thrust efficiency of a two-stage helicon thruster for varying downstream

magnetic mirror ratios.

While these results seem to indicate that higher efficiencies can be achieved given

the same ICH power for lower downstream magnetic fields, higher fields will be de-

sirable to actually confine the particles when more realistic geometry and achievable

field strengths are taken into account.

4.2.2 Efficiency with Wall Losses

The results given in Fig. 4.4 are optimistic as they do not couple the down-

stream magnetic field strength to the ion gyro radius. Anticipating that relatively
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strong fields will be required for confinement, we return to Eq. (4.6) and relax the

assumption that (Rm,2/Rm,1 ≪ 1). Instead, based on the results of Chapter 3.4,

Rm,1 is set to 20, above which diminishing improvements in efficiency are seen. The

downstream mirror ratio must be sufficiently smaller than Rm,1 so that ions will

preferentially travel downstream. As before, values of Rm,2 = 1, 5, and 10 are eval-

uated. Now, the ion Larmor radius in the ICH stage, rL,2, is allowed to vary with

EICH and B2:

rL,2 =
mivi,⊥(EICH)

eB2
(4.8)

For this analysis, a more realistic assumption of a constant wall cross-section

is assumed (especially in light of the need for higher magnetic fields). To more accu-

rately model efficiency, particles with Larmor radii that would impact the original

chamber wall at radius a0 are considered lost from the exhaust beam (see Fig. 4.5).

The maximum transmission radius, rt, is the plasma radius in the ICH stage, a2.

The loss of particles in the ICH stage can be captured by defining a transmis-

sion area, At, such that:

At = πr2t (4.9)

with rt = a2 = a0/
√

Rm,2 if no particles are lost, i.e. rL,2 < (a0 − a2), and rt =

a0 − rL,2 otherwise (until rt = 0 for rL,2 > a0). In this analysis, the flux of the

particles is assumed to be uniform across the transmission cross-section.

The efficiency of the two-stage system is then given by:

ηT =
ΓieAt

(

EICH + |∆φ2| +
1

2
Te

)

Γie
A0

Rm,1

(

1

2
Te + 2Te + |∆φ1| − Teln(Rm,1) + Ec

)

+ Γie
A0

Rm,2

(

1

2
Te + 2Te + |∆φ2| + Ec + EICH

) (4.10)

To evaluate Eq. (4.10) according to the constraints on At, an initial magnetic
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Figure 4.5: Diagram of particle transmission area and loss area based on ion Larmor

radius.

field, B0 and discharge chamber radius, a0 must be specified. Results are generated

and presented in Fig. 4.6 for B0 = 200 G and a0 = 10 cm. The results are given

for downstream mirror ratios of Rm,2 = 1, 5, and 10. Argon results are shown in

Fig. 4.6(a)-(c) and water vapor in Fig. 4.6(d)-(f). Lines represent increasing amounts

of ICH energy deposition to achieve vICH = 0 up to vICH = 10,000 m/s. The faintest

efficiency curve in each case represents the case of no ICH energy deposition, and

in (a) and (d) this curve represents a single-stage helicon thruster with a strong

upstream magnetic mirror.

The results shown in Fig. 4.6 demonstrate the importance of considering radial

particle loss in the ICH efficiency analysis. Fig. 4.6(a) indicates that any resonantly

heated ions would be lost to the walls without a stronger downstream confining

field. In this case, the single-stage thruster outperforms a two-stage system because

the energy is stored only in the axial direction. Figs. 4.6(b) and (c) show the

improvements in efficiency possible for increasing magnetic field strengths in the
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Figure 4.6: Thrust efficiency of a two-stage helicon thruster for varying downstream

magnetic mirror ratios accounting for ion loss to the radial walls when rL,2 > a0

when B0 = 200 G.

ICH region. In comparison, for the same discharge geometry and mirror ratios,

Fig. 4.6(d)-(f) indicate that water vapor can achieve comparable efficiencies for a

lower downstream mirror ratio due to the lower mass of the water ion.

For sufficiently strong downstream mirror ratios, it is found that there is an

optimal Isp (e.g. amount of ICH energy deposited) that maximizes thrust efficiency.

For the results shown in Fig. 4.6 the values of Isp that maximize thrust efficiency

are as follows: (b) 1,000 s (c) 3,000 s (e) 3,000 s (f) 7,000 s.
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For both propellants, once a sufficient population of the ions is confined, a

higher downstream mirror ratio results in a lower thrust efficiency for a given amount

of energy deposited per particle. This is due to the effect of the mirror ratio de-

creasing the maximum possible transmission area. This result is important with

regard to the ability of the ICH stage to control specific impulse. If the downstream

magnetic field strength cannot be changed, efficiency will suffer when operating off

design conditions. There should exist an optimum downstream mirror ratio for a

given upstream mirror ratio, specific impulse, and electron temperature that max-

imizes efficiency. If the mirror ratios are fixed (e.g. Rm,1 = αRm,2), there should

exist a specific impulse that maximizes efficiency for each electron temperature.

Fig. 4.6(a) and (d) conveniently indicate the performance of a single-stage he-

licon thruster. In comparison, the ICH-enhanced thruster curves only offer marked

improvement for strong downstream magnetic fields. For both argon and water,

thrust efficiencies near 80% are predicted, but only for a narrow band of ICH ener-

gies. The benefits of the ICH stage are more pronounced for low electron tempera-

tures.

With the assumed discharge parameters, Rm,2=10 for water vapor allows for

two-stage efficiencies between 60 and 90%. The required power, Pin, for such a sys-

tem is estimated using the assumed 10 cm discharge radius and the energy sink terms

in the denominator of Eq. (4.10). The total reduced input power, P̄in = Pin/n0,19

as a function of electron temperature corresponding to the efficiency results in

Fig. 4.6(e), are given in Fig. 4.7 (n0,19 is the plasma density normalized by 1019 m−3).

Lines represent constant ICH energy addition from EICH = 0 (bottom curve) up to
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EICH ≈ 50 eV/amu (top curve). It is worth noting that the curves corresponding

to efficiencies above 60% also correspond to input powers above approximately 10

kW. These results also demonstrate the concept that for a given mirror ratio, there

is an electron temperature that minimizes the input power required to obtain a par-

ticular specific impulse. For a given Rm,2, each line of constant EICH corresponds

to a particular specific impulse.
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Figure 4.7: Reduced input power for a water propelled two-stage helicon thruster

with Rm,1 = 20, Rm,2 = 10, B0 = 200 G and a0 = 10 cm.

4.2.3 Quasi-1D Analysis Summmary

A two-stage thruster with an ICH heating stage is evaluated as a means of

increasing the thrust efficiency to levels comparable with state-of-the-art electric
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propulsion systems. While a first-cut analysis neglecting particle losses in the ac-

celeration stage indicated performance improvements for all ICH powers, a more

careful analysis was required to impose physical limits on ion trajectories. The

results of the latter analysis indicate that an optimum downstream magnetic field

ratio exists. Below this ratio, too many particles are lost to the walls and the ICH

system decreases efficiency when compared with single-stage operation. Above the

optimum mirror ratio, the beam current is reduced due to the effective area reduc-

tion. All discharge parameters being equal, the optimum mirror ratio occurs earlier

for water vapor due to its lower molecular weight. For a plasma density on the order

of 1019 m−3, the total power required to achieve thrust efficiencies above 60% is tens

of kW. Thus, with the quasi-1D models developed, water vapor appears to be a

suitable propellant in both single-stage and two-stage systems if a Maxwellian elec-

tron temperature above 5 eV can be sustained. As the physics of the helicon wave

propagation has been omitted, these results are relevant to any similar electrodeless

configuration with Maxwellian electron temperatures.

For the ICH stage, a more in-depth analysis may reveal additional loss mech-

anisms not accounted for here, such as those due to inter-particle collisions and

thermalization effects.

4.3 Parameter Space Analysis

In this section, the model developed in the previous section is evaluated over

a wide parameter space in order to identify favorable design points. The results
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presented in the previous section illustrated the benefits of ion cyclotron heating

at various power levels for a particular design point (fixed heating stage radius,

fixed magnetic field strength). Results presented in this section indicate maximal

efficiencies for a range of device radii and magnetic field strengths assuming uniform

heating and full RF field penetration into the plasma. This analysis will inform the

design landscape over which ion cyclotron heating could be implemented to improve

efficiency in an electrodeless water-propelled thruster. Then, particle-based analyses

will be used to further explore particular design points.

4.3.1 Design Variables

The thrust efficiency model for a two-stage system developed in the previous

section (Eqn. 4.10) is included again here for reference.

ηT =
ΓieAt

(

EICH + |∆φ2| +
1

2
Te

)

Γie
A0

Rm,1

(

1

2
Te + 2Te + |∆φ1| − Teln(Rm,1) + Ec

)

+ Γie
A0

Rm,2

(

1

2
Te + 2Te + |∆φ2| + Ec + EICH

) (4.11)

There are a total of 6 design variables that affect the thrust efficiency in this

model:

� The cross-section of the first stage section, A0

� The magnetic field in the first stage section, B0

� The ratio between the magnetic field in the first stage section and the maxi-

mum field at the upstream wall, Rm,1

� The ratio between the magnetic field in the second stage section and the

maximum field at the upstream wall, Rm,2
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� The energy deposited per particle via ion cyclotron heating (which ultimately

determines the Isp), EICH

� The electron temperature, Te

A few constraints on the above variables are applied to appropriately refine

the parameter space. First, in the analysis performed in Chap. 3, it was shown

that additional efficiency gains from the magnetic mirror at the upstream wall are

negligible beyond Rm,1 = 20, so the upstream mirror ratio is fixed at this value.

At this value, 95% of the plasma flow to the upstream wall is reflected and the

potential difference is reduced by a factor of 1− ln(20)
∆φsh

or to 40% of its full value (see

Section 3.4). Based on the analysis performed in Section 4.2.2, the ICH magnetic

field strength is constrained to be 1/2 of the maximum field strength in the system

(found at the upstream wall). This places the second constraint: Rm,2 = 10.

These constraints leave us with 4 design variables to explore: [A0, Rm,2, EICH ,

Te].

4.3.2 Optimal Efficiency

As was observed in the previous section, the trade between improvements in

specific impulse and losses due plasma expansion into the thruster walls results in a

particular operating point that optimizes efficiency in a two-stage configuration. As

the amount of energy deposited per particle via ion cyclotron heating is increased,

the thrust efficiency curve over electron temperature will rise, until the energy is

increased up to the point that a substantial fraction of the particles are lost to
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collisions with the wall. For each ICH energy-dependent η vs. Te curve, there is a

particular value of electron temperature that maximizes the thrust efficiency. This

represents a balance between the decreases in ionization cost and the increases in

energy transport to the walls with Te. For a given magnetic field profile and thruster

radius, the efficiency is found for a range of ICH energies for an electron temperature

range between 1 and 10 eV. Across this 3D parameter space, the optimal efficiency

and the associated ICH energy (presented in terms of Isp) are selected. Example

results are shown in Fig. 4.8 for B0 = 200 Gauss, B1 = 4000 Gauss, and B2 = 4000

Gauss. Note that, in this example, the magnetic field strength at the upstream wall

is below the maximum allowable value as discussed in the previous section.

Figure 4.8: Optimal thrust efficiency (left) and associated specific impulse (right)

as a function of thruster radius.

In general, the two-stage system would be worth implementing in the design

space where the optimal efficiency exceeds the maximum efficiency possible with a
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single-stage thruster. In the single-stage model, the thrust efficiency increases mono-

tonically with electron temperature but asymptotes to approximately 55% beyond

Te=10 eV. Thus any two-stage solutions allowing for η > 0.55 will be considered

viable design points.

Additionally, it is interesting to note the specific impulse (and thus ICH en-

ergy) that maximizes the efficiency for each thruster radius. As shown in Fig. 4.8

the optimal Isp in the two-stage system is found to increase scale linearly with the

radius. In some cases, the two-stage system is able to achieve a higher efficiency

than the single stage thruster with a lower specific impulse. This is possible as the

Isp in the single-stage system is determined by the electron temperature and higher

electron temperatures result in higher power fluxes to the walls. In a two-stage

system, the ions are heated directly instead of accelerated by ambipolar fields and

thus the gains in efficiency with Isp are not offset by coupled electron losses. This

allows for operation at lower electron temperatures and high efficiency at lower Isp

values.

4.3.3 Parameter Space Results

The optimal efficiency of the two-stage system is found over a range of thruster

radii and ICH magnetic field strengths. The constraints discussed in Section 4.3.1

are applied. The results are shown in Fig. 4.9.

A dashed line shows the 55% efficiency operating point of a single-stage system.

Thus, only designs to the right of this line are considered desirable. This analysis
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Figure 4.9: Contour plot of two-stage efficiency as a function of ICH field strength

and thruster radius.

emphasizes the difficulty of implementation for small scale devices (D < 10 cm). For

example, a thruster with a 10 cm diameter requires a magnetic field greater than

1500 Gauss in the ICH region and a maximum magnetic field strength beyond 3000

Gauss at the upstream wall. With traditional electromagnets, it is difficult to create

uniform magnetic fields beyond 1000 Gauss. The possibility of creating these fields

with small-form factor superconducting tape is discussed in the next section.
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4.4 Ion Cyclotron Heating Particle Analyses

4.4.1 Goal of Particle Studies

The present analysis seeks to better capture the physics of the second stage

heating and acceleration through 3D particle trajectory modeling. The system pa-

rameters (magnetic mirror ratios, ICH energy) from the quasi-1D model are used as

inputs in the present analysis and implications for heating efficiency are predicted.

In future work, the particle trajectory model presented here will be used to nar-

row down the design space for efficient implementation of ion cyclotron heating at

a small scale. Once a design point has been selected, the system will be modeled

using particle-in-cell methods to capture interactions between plasma particles and

external electric and magnetic fields.

4.4.2 Magnetic Field Model

A strong axial magnetic field is required for ion heating and confinement. The

3D components of the magnetic field are calculated in the simulation domain using

a Biot-Savart solver implemented in MATLAB. Azimuthal current densities and

wire dimensions are specified and the Biot-Savart law is numerically integrated over

discretized current segments to calculate ~B(~x).

The centerline axial magnetic field strength in the heating region is constrained

by:

1. Specified strength ratios between the ICH field and the upstream mirror field
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identified in the quasi-1D analysis

2. Properties of state-of-the-art high temperature superconducting (HTS) tape

It is important that the magnetic field at the upstream wall be higher than the

magnetic field in the ICH system so that the plasma preferentially flows downstream

toward the exit. In the previous analysis, several magnetic field strength ratios were

evaluated. Each ratio is defined with respect to the magnetic field in the plasma

generation region, as defined in Fig. 4.10. For the 10 cm radius case previously

considered, thrust efficiency over 80% was predicted with the magnetic field ratios

Rm,1 = 20 and Rm,2 = 10. Thus these ratios are chosen to constrain the ICH stage

magnetic field strength for the present analysis.

Figure 4.10: This diagram shows the three distinct magnetic field regions and defines

the mirror ratios, Rm,1 and Rm,2.

The magnetic field, Bwall, that creates the upstream magnetic mirror is chosen

to be the maximum field that can be created using currently available HTS tape

[139]. It is assumed that the magnetic field is generated using a multi-turn current
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loop with the inner radius set equal to the minimum bend radius of the wire (rmin = 5

mm), carrying the maximum superconducting current at 77 K (I = 300A). This

wire can be made in lengths up to 500 m [140], thus the number of turns in the

current loop is calculated under this constraint. The thickness, twire, of the wire is

0.1 mm.

The magnetic field on-axis at the center of the current loop can be approxi-

mated using Eq. (4.12).

Bcenter ≈
µ0I

2r̄
(4.12)

with r̄ = (rmin + nturns
t
2
).

The maximum magnetic field upstream is thus estimated to be 3.5 T. Note

that the actual field could be reduced from this value due to (1) the need to operate

below the critical current to remain superconducting and (2) the effects of magnetic

fields at the wire location on the critical current value [141].

Using the mirror ratios defined above, we thus require a centerline magnetic

field strength of approximately 1.75 T in the ICH section. The ICH magnetic field

should be constant under the antenna to maintain resonance at the ion cyclotron

frequency. Thus the field should be generated with an HTS solenoid or Helmholtz

coils (the latter only if the device radius and antenna length are of comparable

dimensions). The relationship between the ICH field strength and antenna sizing

will be discussed in Section 4.4.5.

Examples of both a solenoid and Helmholtz coil field for a 5 cm radius ICH

99



chamber are shown in Fig. 4.11 and Fig. 4.12. It is suggested for future analysis to

compare the efficiency of both heating and magnetic nozzle expansion in these two

magnetic field configurations.

Figure 4.11: Magnetic field generated by solenoid of 5 cm inner radius, 7.5 cm

length, and 55 layers of wire carrying 300 A.

4.4.3 Electric Field Model

Despite the depiction of the ICH antenna in Figs. 4.3 and 4.10 as helical,

the electric field implemented for these calculations is actually more simplified. A

uniform, linearly polarized electric field is implemented for this analysis. The accel-

erating electric field is modeled as the 1D electric field between two parallel plates

separated by a distance, d ≈ 2r, with a potential difference, V0, oscillating at the ion
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Figure 4.12: Magnetic field generated by Helmholtz coils of 5 cm inner radius with

500 layers of wire carrying 300 A, located 7.5 cm apart.

cyclotron frequency. For the selected magnetic field strength, the vacuum electro-

magnetic wavelength (2πc
ωci

) is 33 meters and thus much larger than the device radius.

Additionally, assuming the strong magnetic field increases the skin depth beyond

the size of the radius, a 1D, electrostatic approximation may be applied [142].

Plasma shielding of the electric field is accounted for using the model developed

by Matsuoka [143]. In this model, the plasma is separated into 3 regions with

different dielectric properties, as depicted in Fig. 4.13. The dielectric constant of the

bulk plasma is given by the perpendicular component of the cold plasma dielectric

tensor, where ωpe is the electron plasma frequency and ωce is the electron cyclotron

frequency. Poisson’s equation is solved across all three regions to find the electric

field inside the plasma.
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Figure 4.13: This diagram shows the three plasma regions between parallel plate

electrodes.

The electric field inside the plasma can then be related to the vacuum electric

field (Evac = V0/d) as given in Eq. (4.13), through the non-dimensional shielding

parameter, q, which depends on the plasma and electrode properties.

Ep = E0

(

2
√
1 + q − 1

q

)

(4.13)

When q ≪ 1, the electric field within the plasma is indistinguishable from

the vacuum field created by parallel plates. The shielding parameter is calculated

for a range of parameters that could be expected in the ICH stage and the results

are shown in Fig. 4.14. In the strong magnetic field case, the shielding parameter

remains negligible for all plasma densities. Thus, according to this model, the

parallel plate electric field should fully penetrate the plasma. The electric field

in the region under the antenna is therefore modeled as a spatially uniform and

sinusoidally time-varying field of arbitrary phase, φ0, between parallel plates located

at the radial edges of the plasma (Eq. (4.14)).
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~E(~x, t) =
V0

d
cos(ωcit + φ0)ŷ (4.14)
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Figure 4.14: Shielding parameter for magnetic field strengths of 100 Gauss (solid

lines) and 1 Tesla (dotted lines) for a range of electric field strengths and plasma

densities.

4.4.4 Particle Trajectory Model

The trajectories of individual test particles are calculated throughout the ICH

heating and magnetic nozzle regions. The inputs to the trajectory model are the

particle’s initial conditions ( ~x0, ~v0), the external electric field in the solution domain,

and the magnetic field profile. The particle trajectory is calculated via numerical

integration using the Boris Method [144]. In this case, the only forces that act on the

particles once they enter the ICH stage are due to the applied electric and magnetic

103



fields. No forces due to internal plasma fields nor pressure gradients are captured.

4.4.5 Simulation Constraints and Input Parameters

The strength of the electric field, magnetic field, and the antenna length are

coupled through the desired performance parameters. The process by which each

parameter is determined for the simulation is outlined below:

1. Performance Parameters: The desired specific impulse, Isp and device

radius, r, are specified. Water ions (H2O
+) are assumed in this analysis as they

are expected to be the primary ion generated in the upstream discharge [145].

The desired final kinetic energy is calculated from the Isp:

KEf =
1

2
miI

2
spg

2 (4.15)

2. Antenna Length: The antenna must have an axial extent that allows a

plasma ion to complete several cyclotron revolutions as it passes through. As

a starting point, ten revolutions are required. This allows for any initial phase

difference between the incoming ion velocity vector and the electric field to

be corrected within the first few cycles and then several cycles of maximally

efficient heating when aligned. This parameter may be adjusted and optimized

through future analyses. It is assumed that the ions travel across the constant

magnetic field region (representing the throat of a magnetic nozzle) at their

acoustic speed (v0|| =
√

eTe

mi
).

104



The antenna length, Lant, is thus given by:

Lant = 10

(

2π

ωci

)

v0|| (4.16)

This is also the length over which the magnetic field should be approximately

constant and thus determines the solenoid length (or Helmholtz coil sizing).

For this analysis, an electron temperature of 5 eV is assumed, which leads to

an antenna length of 3.4 cm.

3. Electric Field: The strength of the electric field required to heat the particles

can be related to the desired final kinetic energy, the number of cycles under

the antenna, and the antenna frequency. A simple expression for the electric

field can be derived for the case where the particle and electric field are in

phase at the start of the antenna region:

εICH =
1

2
mi

(

v2f⊥ − v20⊥
)

= eEp(
2π

ωci
)

(

vf⊥ − v0⊥
N

)
∫ N

0

cos2(2πN ′)N ′dN ′

(4.17)

where N is the number of revolutions completed by the particle while transiting

the heating region. Note that for the conditions analyzed in this study, phase-

matching is typically achieved within two periods of oscillation.

When vf⊥ ≫ v0⊥, v0||, Eq. 4.17 can be simplified to solve for E0 as a function

of the desired Isp (vf⊥ ≈ Ispg). Recall that in this case, E0 = Ep =
V0

d
.

E0 ≈
BICHIspg

4π

(

N

α(N)

)

(4.18)
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with α(N) =
∫ N

0
cos2(2πN ′)N ′dN ′.

A plot of the resulting specific impulse as a function of the electric field across

the plates is shown in Fig. 4.15, for three different antenna sizes. The middle

antenna length, 3.4 cm, corresponds to N = 10 cycles when the particle enters

in phase with the electric field.
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Figure 4.15: Specific impulse as a function of oscillating electric field strength for

three different antenna lengths.

4. Magnetic Field: A time-invariant magnetic field that is approximately con-

stant in the heating region can be generated using a solenoid or Helmholtz

coil. The coil current, number of turns, and axial extent are specified and the

3D components of the magnetic field are calculated throughout the simula-

tion domain. For the present analysis, the solenoid magnetic field shown in

Fig. 4.11 is used.

5. Particle Trajectory: Initial conditions are specified for each particle at the

beginning of the ICH region. The particles are assumed to have an initial per-
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pendicular velocity, vi⊥,0 =
√

eTi,0

mi
where Ti,0 = 0.025 eV. Cases are evaluated

where the particle velocity is both in and out of phase with the electric field

when entering the antenna region to assess the influence of phasing on heating

efficiency. The particle trajectory is integrated out to 7.5 cm past the last

magnetic field coil in these analyses, although the solution domain could be

easily extended further.

4.4.6 Simulation Results

The simulated particle trajectory is shown in Fig. 4.16 for the input parameters

specified in Table 4.1. Magnetic field contour and streamlines are shown in the

background. The evolution of the particle’s perpendicular velocity as it traverses

the ICH region is also shown in Fig. 4.17. The particles simulated in this case start

approximately on axis (offset by the particle’s initial Larmor radius).

Table 4.1: Simulation parameters: on-axis, in-phase

BICH Te Lant z0,ant Desired Isp E0 ~x0 ~v0

1.68 T 5 eV 3.4 cm 2.05 cm 5000 s 3000 V/m (0, 56.8, 0) µm (-365, 0, 5160) m/s

A second particle is simulated for this case with initial conditions that are

phase-shifted 180o from the previous particle. The final increase in total kinetic

energy for the in-phase particle differs from that of the out-of-phase particle by less

than 0.1 %. Therefore we conclude that for these conditions, the effect of particle
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Figure 4.16: Trajectory traced out by a charged water ion with simulation parame-

ters listed in Table 4.1.
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Figure 4.17: Plot of evolution of charged water ion velocity for simluation parameters

listed in Table 4.1.

phasing is negligible.

At the final simulation time, the parallel velocity of the particle is 44,350 m/s.
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If the particle were able to follow the magnetic field line until all perpendicular

kinetic energy could be converted to parallel energy, the particle Isp would be 4870

s. The Isp falls short of the 5000 s design point because of imperfect RF energy

absorption.

The Larmor radius of the particle as a function of z-position is shown in

Fig. 4.18. At the end of the simulated region, the magnetic field is still quite high

(2030 Gauss) and the Larmor radius has grown to only 1.6 cm. Future analyses

could include trajectory calculations for particles at the radial edges of the plasma

to assess the effects of both wall losses and magnetic field divergence on efficiency.
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Figure 4.18: Evolution of the Larmor radius as the particle traverses the ICH stage

into the magnetic nozzle region.

4.4.7 Summary of ICH Particle Analysis

A tool has been developed to study the trajectories of plasma particles in the

ion cyclotron resonance heating stage of an electrodeless plasma thruster. Externally

applied electric and magnetic fields are specified in the simulation region. The
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position and velocity of the charged particle, a water ion in this case, is integrated

across the simulation domain for a set of initial conditions. The kinetic energy

absorption and conversion of perpendicular to parallel velocity are captured through

these calculations.

A test case for a particle starting at the centerline of the thruster is presented.

Future work should include expansion to particles at all starting radial locations.

The results could be generalized to a thruster configuration by incorporating com-

mon radial density distributions for electrodeless thrusters.

Further development of the model should take into account collisions between

water ions and background plasma and neutral species. Particle-in-cell or magne-

tohydrodynamic methods are required to properly model electric field penetration

and ion plume evolution and are discussed in the next chapter.
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Chapter 5: Effects of Plasma Chemistry on Acceleration Efficiency

This Chapter has been accepted to and will be published in the following

conference proceedings:

Petro, E., Brieda, L., and Sedwick, R.,
PIC Simulations of Chemistry Effects

in an Electrodeless Water Plasma Thruster,
55th AIAA/SAE/ASEE Joint Propulsion Conference,

19-22 August, Indianapolis, Indiana

5.1 Overview

In earlier analyses, second order plasma chemistry reactions were ignored under

the assumption that in a low pressure discharge, ions would leave the system before

colliding with other particles. In this chapter, this assumption is relaxed and the

effects of secondary collisions with neutrals and electrons on ion populations are

considered. First, a zero-D particle balance analysis is performed for the bulk plasma

to predict the ion species fractions as a function of the neutral density. Next,

particle-in-cell simulations are employed to predict the effect of plasma chemical

reactions, specifically charge exchange, on acceleration efficiency in an electrodeless

thruster.
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5.2 Relevant Work

Nakamura et. al. [146] performed particle-in-cell simulations of heating and

plasma generation for a CubeSat scale microwave (ECR) water plasma thruster

which indicate a similar composition as was predicted in Chap. 3 of this work.

Their simulations predict the dominant ions in the discharge to be H2O
+ (∼80%)

and OH+ (∼15%) for conditions that include neutral densities ∼ 1020 particles/m3

and electron temperatures varying spatially between 3 and 16 eV.

However when pressures are higher or diffusion conditions different than those

above, the formation of the hydronium ion, H3O
+, is known to be important. For ex-

ample, a water plasma discharge has been studied for the purposes of environmentally-

friendly UV light source via OH excitation wherein higher pressures are considered

(150 Pa or nH2O ≈ 1022 particles/m3) [147]. In this regime, H3O
+ becomes the dom-

inant positive ion, created in the fast charge exchange reaction: H2O
+ + H2O

H3O
+ + OH [148]. Here H3O

+ outnumbers H2O
+ and other ions by over an order of

magnitude. The steady-state densities will depend both on the rates of formation

and the transport properties of different species, which are unique to the discharge

characteristics and geometry.

The study in [146] also included the charge exchange reaction [149] in their

MCC chemistry modeling but did not find a substanial population in the plasma

generation region. However, they only consider an axial distance of 4 mm from the

ECR antenna and thereby do not resolve the acceleration and expansion regions

where chemical reactions such as charge exchange are known to be important to
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the evolution of plasma plumes. For example, the reaction rate for this process

from [149] is predicted to be as large as 10−19 m2 and thus is on the same order

of magnitude of the Xe-Xe+ charge exchange reaction [150]. Charge exchange has

been studied extensively in Hall thrusters and ion engine plumes. Charge exchange

ions will reduce thrust efficiency and Isp when formed in the acceleration region and

can lead to unwanted spacecraft-plume interactions when formed downstream. In a

single-stage helicon thruster it will affect the linear acceleration efficiency. In a two-

stage thruster with ion cyclotron heating, it will cause losses in rotational ion energy

and will therefore negatively impact heating efficiency. Thus a more thorough look

at the H3O
+ charge exchange reaction across the elecrodeless thruster operating

space is critical for accurately predicting and optimizing performance.

5.3 Plasma Composition

5.3.1 Importance of Collisions

In the plasma regimes common to electric propulsion, collisions of interest

include (1) electron-neutral, (2) ion-neutral, and (3) ion-ion, roughly in order of de-

scending rates. The most common ion-neutral reaction studied in plasma thrusters

is charge exchange. When the plasma is generated using a noble gas, the charge

exchange process is always symmetric with respect to mass and composition. A

fast ion collides with a slow neutral and the charge is transferred to the slow par-

ticle. The result is a slow ion and fast neutral (e.g. A+(fast) + A(slow)

A(fast) + A+(slow)). This process is unimportant for noble gases in the plasma
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generation region as all particles are relatively slow moving in this region and thus

the composition of ions extracted into the acceleration region is unchanged. It does

have significance when occuring in the plume as slow moving ions created here are

the ones that return to the spacecraft due to stray fields, resulting in backscatter.

In a molecular plasma, the charge exchange process has several pathways,

both symmetric and asymmetric with respect to mass and composition. In a water

plasma, the H2O-H2O
+ collision can proceed through one of two channels (shown

also in Fig. 5.1):

(I) H2O
+ + H2O H2O + H2O

+; “symmetric charge exchange” (II)

H2O
+ + H2O H3O

+ + OH; “proton transfer”

Figure 5.1: H2O-H2O
+ collisions resulting in I: symmetric charge exchange or II:

proton transfer.

In channel II, there are two possible results. Either the ion may transfer an

H+ proton to the neutral (resulting in a fast OH neutral and slow H3O
+ ion) or

the ion can pick up a proton from the neutral, leaving as a fast H3O
+ ion. The

cross-sections for both pathways have been measured and the former (resulting in
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a slow ion) is found to occur about 1 order of magnitude more frequently [149].

The cross-sections between the two channels (I & II) overall are comparable, with

channel I being slightly higher but unimportant for predicting plasma composition.

Note that there are two types of reaction rates from the literature for the

proton transfer reactions. There is a thermal rate (measured by various sources as

indicated later in the chapter) for ions and neutrals colliding when around room

temperature in a thermalized distribution. This rate is appropriate for collisions in

the bulk of the plasma discharge and is the rate used to predict plasma composition.

In this case, the rate for channel II is the only rate of interest as the collision of

a slow ion and a slow neutral has no effect on the composition. Another set of

rates (specifically cross-sections) are reported for collisions between fast ions and a

neutral population [149]. This dataset is used in the acceleration efficiency section

where ions have gained substantial momentum. Fig. 5.2 shows the rates (k = 〈σv〉)

reported in various sources as a function of the collision velocity.

Another collision of unique importance in molecular plasmas is the dissocia-

tive recombination reaction between electrons and ions. In the noble gas plasmas,

recombination of ions can typically be neglected to first order as it is a 3-body pro-

cess that occurs infrequently in the density regime of interest for plasma thrusters.

In contrast, molecular ions may be destroyed in the 2-body collision between an

electron and a water (or hydronium) ion, e.g. e + AB+ A + B. This process

may limit the overall plasma density achievable in a water-based discharge.

Thus, the effects of these and other pertinent plasma-chemical reactions are

considered in the context of predicting the plasma composition and acceleration
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Figure 5.2: H2O-H2O
+ reaction rates from various datasets for both thermal and

suprathermal ion energies.

efficiency.

5.3.2 Preliminary Analysis

To motivate the more detailed analysis and briefly assess the parameter space

of neutral density and ionization fraction, a zero-D estimation of water discharge

charge-exchange effects has been performed. Rate equations are developed for the

ion species considering the charge exchange pathway in which a proton is transferred

to the neutral: H2O
+ + H2O H3O

+ + OH:

∂nH2O+

∂t
= nenH2OkH2O+(Te)−CH2O+nH2O+−nenH2O+kH3O+(Te)−nenH2O+kdiss,H2O+(Te)

(5.1)
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∂nH3O+

∂t
= nenH2O+kH3O+(Te)− CH3O+nH3O+ − nenH3O+kdiss,H3O+(Te) (5.2)

where the Ci is the ion-specific diffusion coefficient for thermal diffusion in

a cylindrical discharge as described in [147] and kdiss,i is the reaction rate for the

dissociative recombination process. These equations are solved in steady state for

a range of ionization fractions and neutral particle densities. Results (Fig. 5.3)

indicate that H3O
+ could indeed form in non-negligible concentrations in discharge

conditions of interest to the thruster community. The neutral density conditions of

several relevant studies [87, 102, 147] are highlighted in the plot.

Figure 5.3: Predictions for steady-state H3O
+/H2O

+ ion fractions for a range of

discharge conditions.
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5.3.3 Matrix Approach

The analysis presented in the previous section is extended to consider a wider

range of reactions and to test the assumption that H2O
+ and H3O

+ are indeed the

dominant ions. The complete set of reactions involving the highest order positive

and negative ions are listed in Table 5.1 below.

The set of volume rate equations is written for each positive and negative ion

as:

∂ni

∂t
=

j=n
∑

j=1

(source(nj)− sink(nj))− niCi (5.3)

where the source and sink reactions come from Table 5.1 and Ci is again the

ion-specific diffusion term. Note that this formulation is an extended version of the

analysis performed in Section 5.3.2.

In steady state (∂ni

∂t
= 0), a set of linear equations can be formed such that:
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(5.4)

where the terms on the LHS represent the creation of ions from neutrals (n0

being the neutral density), and terms on the RHS represent the changes in popula-

tions due to collisions between ions of each type (nj) and neutrals (n0) or electrons

(ne).

The rates specified in Table 5.1 for electron temperatures of 5 eV are used and

the matrix outlined in Eq. 5.4 is inverted to find the normalized species fractions
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Table 5.1: Reaction rates used to determine plasma composition

ionization, < σv >

reactant (fluid) reactant (fluid) product (fluid) product (kinetic) Te = 5 eV [Ref]

e H2O 2e H2O
+ 1.36E-15 [106]

e H2O 2e OH+ 1.37E-16 [106]

e H2O 2e H+ 3.86E-17 [106]

dissociative attachment, < σv >

reactant (fluid) reactant (fluid) product (kinetic) product (kinetic) Te = 5 eV [Ref]

e H2O H OH– 3.63E-18 [106]

e H2O H2 O– 1.59E-17 [106]

e H2O OH H– 9.03E-17 [106]

detachment, < σv >

reactant (fluid) reactant (kinetic) product (fluid) product (kinetic) Te = 5 eV [Ref]

e OH– 2e OH – –

e O– 2e O 1.05E-13 [151]

e H– 2e H 1.50E-13 [152]

e H– 2e H 3.07E-13 [148]

charge exchange and proton transfer, σ or k

reactant (fluid) reactant (kinetic) product (fluid) product (kinetic) thermal (k, m3/s) 1 eV (σ, m2) 30 eV (σ, m2) [Ref]

H2O H2O
+ H2O (fast) H2O

+ (slow) 1.90E-15 4.20E-19 6.00E-20
k: [149]

σ: [149]

H2O H2O
+ H2O (fast) H3O

+ (slow)
1.70E-15

5.00E-16

3.00E-19 1.00E-20
k: [153], [148]

σ: [149]

H2O OH+ OH (fast) H2O
+ (slow) 3.00E-15 [154]

H2O H+ H (fast) H2O
+ (slow) 3.00E-15 [154]

H2O H– H2 (fast) OH– (slow) 3.80E-15 [154]

dissociative recombination, < σv >

reactant (fluid) reactant (kinetic) product (fluid) product (fluid) Te = 5 eV Model [Ref]

e H2O
+ H OH 1.3E-16 0.66E-13×(0.01/Te) [155]

e H2O
+ H2 O 6E-17 0.3E-13×(0.01/Te) [155]

e H2O
+ 2H O 4.8E-17 0.24E-13×(0.01/Te) [155]

e H3O
+ H H2O 2.4E-15 1.E-12×0.026/Te) [155]

e OH+ O* H 2.7E-15 0.6E-14/T0.5
e [156]

119



(ni/n0) for a range of ionization fractions (ne/n0). Results are shown in Table 5.2

for 3 different neutral densities: n0 = [1018, 1020, 1022] and 3 different ionization

fractions at each plasma density: ne/n0 = [0.01, 0.1, 1].

Table 5.2: Ion densities from matrix solution

n0 = 1018

ne/n0 0.01 0.1 1
nH2O+ 4.3E-06 4.3E-05 4.3E-04
nOH+ 3.1E-07 3.1E-06 3.1E-05
nH+ 7.4E-09 7.4E-08 7.4E-07
nOH− 8.4E-09 8.4E-08 8.4E-07
nH− 1.7E-08 1.7E-07 1.7E-06
nO− 4.9E-08 4.9E-07 4.9E-06
nH3O+ 5.7E-10 5.7E-09 5.7E-08
nH3O+/nH2O+ 0.00013 0.00013 0.00013
ni+/ni− 63 63 63

n0 = 1020

ne/n0 0.01 0.1 1
nH2O+ 1.8E-02 1.7E-01 1.3E+00
nOH+ 3.8E-04 2.9E-03 8.1E-03
nH+ 4.7E-05 4.7E-04 4.7E-03
nOH− 2.4E-04 1.4E-04 4.1E-05
nH− 1.4E-04 5.9E-04 8.6E-04
nO− 8.7E-05 1.0E-04 1.1E-04
nH3O+ 2.3E-02 1.4E-01 2.4E-01
nH3O+/nH2O+ 1.24082 0.80781 0.17992
ni+/ni− 87 381 1569

n0 = 1022

ne/n0 0.01 0.1 1
nH2O+ 3.0E-02 2.8E-01 1.9E+00
nOH+ 4.4E-04 3.2E-03 8.4E-03
nH+ 1.3E-04 1.3E-03 1.3E-02
nOH− 1.8E-03 2.0E-04 4.2E-05
nH− 9.0E-04 9.0E-04 9.0E-04
nO− 1.1E-04 1.1E-04 1.1E-04
nH3O+ 6.3E-01 5.9E-01 4.0E-01
nH3O+/nH2O+ 20.80049 2.08300 0.20833
ni+/ni− 234 727 2230

120



It can be seen from these results that, across the parameter space, H2O
+ and

H3O
+ are the dominant positive ions in steady-state. Additionally, positive ions

outnumber negative ions by over 1 order of magnitude for all cases. The ratio

between H2O
+ and H3O

+ ions changes based on the conditions as expected and

in the same way as was shown in the simplified preliminary analysis in Section

5.3.2. However, it is important to note that these results generally do not represent

quasi-neutral solutions. A quasi-neutral solution requires:

ne/n0 =
∑

ni+/n0 −
∑

ni−/n0 (5.5)

Thus while these are possible plasma states for non-neutral conditions, we

expect quasi-neutrality to hold in the bulk of the ionization volume and thus are in-

terested in finding self-consistent, quasi-neutral results. To demand quasi-neutrality,

one must rewrite the electron density in the system of rate equations in terms of

each ion species according to Eq. 5.5. This substitution results in a highly non-linear

set of rate equations. Several approaches can be taken to solve this system:

1. Solve set of equations using implicit approaches

2. Propagate a time-dependent solution explicitly until reaching steady-state

3. Solve the matrix as above but iterate over ne/n0 until quasi-neutral solution

is found

4. Reduce the variable space to solve a reduced set of equations

Both approaches (3) and (4) above were implemented. The results from both
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agree, but the approach in (4) allows for greater physical insight and is thus presented

in the next section.

5.3.4 Reduced Problem

The results presented in Table 5.2, though non-neutral, confirm that H2O
+ and

H3O
+ exceed all other positive and negative ions by at least 1 order of magnitude.

Thus an approximate quasi-neutral solution is given by: ne ≃ nH2O+ +nH3O+. Like-

wise, the full non-linear problem may be reduced to consider just the rate equations

for these two species. The reduced set of equations is given by Eq. 5.6 and Eq. 5.7.

∂n1

∂t
= (n1 + n2)n0kion,1 − C1n1 − n1n0k1→2 − n1 (n1 + n2) kdiss,1 = 0 (5.6)

∂n2

∂t
= n1n0k1→2 − C2n2 − n2 (n1 + n2) kdiss,2 = 0 (5.7)

where species “1” is H2O
+, species “2” is H3O

+, k1→2 represents the reaction

rate for H2O
+ + H2O H3O

+ + OH, and (kdiss, kion) represent reaction rates

for dissociative recombination and ionization averaged over a Boltzmann electron

population.

Though still nonlinear, this set of quasi-neutral equations can be combined and

reduced to one variable and solved numerically, giving the ion densities of H2O
+ and

H3O
+ for a range of neutral densities. The variable space over which solutions can

be found is still wide. The dependence of the solution on diffusion (Ci) assumptions,

reference-specific cross-sections, and electron temperatures is explored.
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5.3.4.1 Diffusion Model Dependence

Results are shown in Fig. 5.4 for two different diffusion models for an electron

temperature of 5 eV. The diffusion model shown in (a) is the same as assumed in

previous sections: thermal diffusion through a background population of neutrals.

The diffusion model in (b) is for a faster diffusion rate which matches the rate

at which ions travel into sheaths at each boundary. The particular results shown

assume a discharge tube of 5 cm in radius by 10 cm in length, similar to experimental

prototypes being built [100, 102].

(a) (b)

Figure 5.4: Comparison of predicted H3O
+ and H2O

+ ion densities for different
diffusion models.

The effect of the diffusion model is to determine the minimum cut-off density

for which plasma can be sustained. Below this cut-off, plasma ions diffuse out of

the system more quickly than they can be replenished. For both diffusion models,

the solution evolves rapidly with neutral density beyond the cut-off and asymptotes

to a particular value. In this regime, the losses of ions due to diffusion are overcome

by losses due to the chemical processes in the plasma. In both cases, the diffusion

123



rates of H3O
+ and H2O

+ ions are very similar and thus the predicted ion ratio is

equivalent between the two cases: 18.6 H2O
+ ions for each H3O

+ ion.

5.3.4.2 Reaction Rate Dependence

The asymptotic solution above predicted a maximum ratio of 18.6 H2O
+ to

H3O
+ ions when the thermal charge exchange rate in [148] is used. However, the

predicted ion ratio is found to strongly depend on the cross-section used and various

values are reported in the literature. If the value from another source [153] is used

instead, the predicted asymptotic solution changes and the predicted maximum ratio

is instead 2 H2O
+ ions for each H3O

+ ion. Fig. 5.5 comapres the solutions for the

predicted thermal charge exchange cross sections using (a) 5e-16 m3/s [148] and

(b) 1.7e-15 m3/s [153]. Thus a factor of ∼4 increase in the predicted reaction rate

results in a factor of ∼10 difference in the predicted ion ratios.

(a) (b)

Figure 5.5: Comparison of predicted H3O
+ and H2O

+ ion densities for different CEX
rates.
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5.3.4.3 Electron Temperature Dependence

While the charge exchange reaction rate depends on the energies of the H2O
+

ions and the neutrals, all of the other rates depend on the electron temperature.

All previous results in this chapter assumed an electron temperature of 5 eV. Recall

from Chap. 3 that this electron temperature is desirable for good thrust efficiency in

a single-stage system. Here the predicted ion composition is evaluated for 3 different

electron temperatures: Te = [2, 5, 10] eV. Results shown in Fig. 5.6 give predictions

of the plasma composition for the range of electron temperatures shown. Higher

electron temperatures correspond to higher plasma densities, H2O
+ ions dominating,

and lower cutoff densities. For the lowest electron temperature (2 eV), H3O
+ is found

to far outnumber H2O
+ by a factor of 35:1 (for kH3O+ = 5e-16 m3/s) and the total

ionization fraction is 2 parts in 1000.

Fig. 5.7 shows the electron temperature dependence for the higher reaction

rate predicted in [149]. In this case, the ratio at 2 eV changes to 120:1, H3O
+ to

H2O
+, while the total ion density remains about the same.

5.3.5 Predicting Plasma Composition: Conclusions

The approach developed in this section lends critical insight into the range of

expected water plasma discharge characteristics and the variation expected across

key parameters. Within the range of possible charge exchange rates and electron

temperatures, there is a wide variation in predicted plasma composition, both in

terms of ion densities, and ratios between the dominant ions. The following conclu-

sions are drawn:
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Figure 5.6: Comparison of predicted H3O
+ and H2O

+ ion densities for different
electron temperatures (kH3O+ = 5e-16 m3/s).

� H3O
+ ions will dominate the discharge at lower electron temperatures (below

5 eV).

� H2O
+ ions become dominate at higher electron temperatures (Te & 5 eV) and

the cross-over point depends on the exact CEX reaction rate assumed.

� High ionization fractions (ni/n0 ≈1) are only possible for higher electron tem-

peratures (Te & 5 eV).

� In the quasi-neutral framework, the ratio between H3O
+ and H2O

+ does not

depend explicitly on the neutral density.
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Figure 5.7: Comparison of predicted H3O
+ and H2O

+ ion densities for different
electron temperatures (kH3O+ = 1.7e-15 m3/s).

� Second order plasma chemical reactions (e.g. ion-neutral and ion-electron

reactions) are important to the discharge description and should be modeled

appropriately.

The reduced order model developed here is a useful tool for predicting the

plasma composition as a function of specified discharge conditions, the most im-

portant variable being the electron temperature. This model can be used to spec-

ify the plasma composition in the bulk of the discharge in place of significantly

more complex approaches such as explicit time-evolution of the plasma break-

down. This model captures the impact of plasma chemistry and specifically the
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(H2O
+ + H2O H3O

+ + OH) reaction on plasma composition.

The compositions predicted with this model can be used to self-consistently

specify ion and neutral densities leaving the ionization stage which serve as initial

conditions for modeling the acceleration process. In a single-stage electrodeless

thruster, acceleration is due to ambipolar forces. These initial plasma conditions

could also be used to specify ion properties for gridded acceleration as in the design

of [146]. Plume simulations presented in the next section will capture the effects

of charge exchange on linear acceleration efficiency. In a two-stage thruster with

ion cyclotron heating, knowing the dominant positive ion is critical for designing

the resonant frequency. Likewise, the ionization fraction is critical for predicting

the prevalence of charge-exchange, momentum reducing collisions in the cyclotron

acceleration process. Thus the predictions by the reduced model could also be used

as inputs in future ion cyclotron heating simulations.

The approach developed here has allowed us to decouple the plasma generation

and acceleration processes and determine appropriate initial conditions for detailed

studies of the plume evolution.

5.4 Acceleration Efficiency Studies

5.4.1 Approach

A 2D, axisymmetric particle-in-cell model was employed to investigate the

effects of charge exchange and other pertinent chemical reactions in the acceleration

and expansion region of water propelled plasma thruster. When charge exchange

occurs in the bulk of the plasma it affects the plasma composition. When it occurs
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in the acceleration region, it affects the acceleration efficiency and thereby the thrust

efficiency of the system. The particle-in-cell approach is particularly useful in this

regime as it captures density gradients and geometrical effects that will be important

for the acceleration efficiency. The open-source platform Starfish [157] v0.20 was

used to perform the simulations. Simulations are performed in Cartesian coordinates

due to limitations of the software with X representing the axial direction and Y

representing the radial direction.

Table 5.3 lists several key reactions included and the collision model to be

used for each. For reactions involving electrons and a fluid target (e.g. ionization

of background neutrals), an electron temperature-dependent rate coefficient, k(Te),

will be calculated. Reactions between a kinetic species (e.g. ions) and a fluid species

(e.g. electrons, background neutrals) are calculated as a function of the ion collision

energy assuming ve ≫ vi and vi ≫ vn, respectively. In the latter case, the set of

high energy collision cross-sections for the charge and proton transfer reactions [149]

are sampled to calculate the reaction rate.

Two different types of acceleration are studied. The first (shown in Fig. 5.8a)

is a gridded acceleration as in an ion engine where electrons are repelled and only

ions and neutrals are present. The second (Fig. 5.8b) is an electrodeless acceler-

ation region as in a helicon thruster. There are two main differences between the

ambipolar and gridded acceleration cases: (1) the acceleration region is assumed to

be longer in the former; and (2) the ambipolar acceleration process is current-free

and thus electrons are present. Due to space-charge limitations in the gridded ac-

celeration case, a higher potential difference must be applied to extract the same
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Table 5.3: Relevant collisional processes in a water vapor discharge

Reaction Species Involved Collisional Model

Ionization e, H2O k(Te)

Dissociative recombination e, H2O
+ k(Te)

e, H3O
+ k(Te)

e, OH+ k(Te)

Charge exchange H2O
+, H2O k(vi)

OH+, H2O k(vi)
H+, H2O k(vi)
OH+, H2O k(vi)
H–, H2O k(vi)

current through the non-neutral acceleration region. The higher accelerating poten-

tial results in a higher maximum velocity of the ions. Thus, these two acceleration

methods are not directly comparable, but it is of interest to know the effects of

charge exchange in each case.

Figure 5.8: Acceleration regions studied using PIC simulations.

5.4.2 Gridded Acceleration

It is hypothesized that the effects of plasma chemistry and specifically charge

exchange are less important in gridded thrusters as ions are accelerated over a
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shorter distance and thus experience fewer collisions with co-streaming neutrals

and negligible collisions with electrons. A detailed study into gridded acceleration

is not performed here, as it is outside the scope of this thesis. However, one case

is presented as a brief look into the topic and to compare qualitatively with the

ambipolar cases studied in greater depth.

The conditions simulated are informed by the water-propelled ion engine stud-

ied in [158]. The accelerating potential (which must be high due to space-charge

limits) is set to -800 V. The acceleration grid spacing is 1 mm which allows the

ion density predicted in [158] (ni = 1016 m−3) to be extracted across the above

potential drop in accordance with the Child-Langmuir limit. The initial neutral

density is also set to match the value in [158] at 1020 m−3. Note that in the study

referenced, the authors did not consider the proton transfer reaction that creates

H3O
+ and thus do not predict any to be present. Ions and neutrals are injected into

the simulation domain at the upstream wall with the initial densities listed and drift

velocities as specified in Table 5.4.

The minimum simulation time is the time required for the slow neutrals in-

jected at the upstream boundary to pass through the length of the simulation do-

main. The particle weighting is chosen such that there are many particles per grid

cell and the simulation time step is set by the CFL condition ( 1
∆t

≤ ∆z
vz

+ ∆r
vr
).

Input files defining the simulation parameters for the above baseline case and

the two comparison cases (without collisions, higher density neutrals) are included

in Appendix B.

Results from the simulation are included below with Fig 5.9(a)-(c) showing
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Table 5.4: PIC Simulation Parameters - Gridded Acceleration

Parameter Value

Ions H2O
+ H3O

+

initial density 1×1016 0
initial drift velocity (H2O

+) 5,000 m/s –
initial temperature (H2O

+) 300 K –
particle weighting (H2O

+) 1×106 1×103

Neutrals H2O
initial density 2×1020

initial drift velocity 500 m/s
initial temperature 300 K
particle weighting 1×1010

Domain acceleration grid region
domain size (r,L) 1 cm × 1 mm

grid spacing (∆r,∆z) 5×10−5, 5×10−4 m
potential @ z = 0 0 V
potential @ z = L -800 V
time-step (∆t) 5×10−10 s

total time simulated 50 µs
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the final neutral, H2O
+, and H3O

+ densities (top row) and axial velocities (bottom

row). Note that contour plots are to scale as a cross-section of 1 mm (z) by 1 cm

(r) is modeled.

Figure 5.9: Results from PIC simulation of grid acceleration.
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Table 5.5: Gridded Acceleration: Exit Plane Averages

Parameter Species baseline no collisions high n0

average density, m−3 H2O 1.1×1020 1.1×1020 1.1×1022

H2O
+ 1.5×1015 1.4×1015 1.6×1015

H3O
+ 4.1×1012 – 1.8×1014

average velocity, m/s H2O 522 515 520
H2O

+ 90,473 91,117 62,574
H3O

+ 61,070 – 77,476
all 524 515 520

Two other cases are simulated as points of comparison. First, the case above

is re-run without charge and proton transfer collisions included. Next, collision are

reintroduced and the neutral density is increased several orders of magnitude to

1022 m−3. The properties of the plume for each case are averaged across the exit

plane and presented in Table 5.5. The velocity of each species is averaged across all

N nodes at the exit plane according to:

〈v〉 =
∑N

i=1 nivi
∑N

i=1 ni

(5.8)

Dividing the result of Eq. 5.8 by g gives the specific impulse of each species.

Similarly, the combined specific impulse can be defined as:

〈Isp〉 = 1

g

∑3
j=1

∑N
i=1

ni,jvi,j
∑3

j=1

∑N
i=1

ni,j

(5.9)

where j represents each of the ion and neutral species simulated.

This example indicates that charge and proton transfer between water ions and

neutrals is not an important process in gridded acceleration. While some H3O
+ ions

are generated in the region, they are predicted to be two orders of magnitude lower
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than the H2O
+ population. Thus the majority of the H2O

+ ions pass through the

acceleration region without colliding with a background neutral and the resulting

exit velocity is largely unaffected. The specific impulse across all ions and neutrals

forming the plume can be calculated by dividing the value in the bottom row of

Table 5.5 by 9.8 m/s2 to give Isp ≈ 53 seconds in all cases. The impact of the low

ionization fraction and slow moving neutrals exiting the thruster is evident here.

In all cases examined the specific impulse is driven by the neutral speed and is

unacceptably low for an EP device. Note that even in the case that finite grid area

is assumed to block some neutral transit while remaining transparent to ions due

to electrostatic optics, the specific impulse will still be dominated by the neutral

flux unless higher ionization fractions can be obtained. Thus in using water as a

propellant in gridded ion thrusters, the important effects of plasma chemistry will

occur in the upstream plasma generation region. Therefore it will be critical to better

understand theoretically and demonstrate experimentally the plasma densities and

ionization fractions that can be achieved in water-based discharges.

5.4.3 Ambipolar Acceleration

5.4.3.1 Ion-ion Reactions over Varying Length Scales

In these studies, the 5 eV electron temperature case is investigated for several

different acceleration length scales. Per the analysis performed in Chap. 3, the

accelerating potential is determined by the electron temperature as:

|∆Φsh| =
1

2
eTe

(

1 + ln

(

mH2O

2πme

))

(5.10)
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Thus an accelerating potential drop of 21.4 V across the sheath region is

imposed with another 2.5 V of acceleration coming from the Bohm acceleration into

the pre-sheath. This accelerating potential is used for all cases. A range of length

scales for the acceleration region has been found in helicon thrusters. On the small

end, the acceleration could occur across a free-standing sheath that has a length

scale on the order of a few Debye lengths. This situation would be analogous to the

gridded acceleration case in that plasma chemistry does not have time to develop

over the small length scales. However, other studies have measured potential drops

over longer length scales, on the order of the device radius or greater [138,159,160].

Thus the first analysis looks only at the effect of charge exchange reactions on ion

density and velocity evolution over a range of accelerating distances: Case I: 1

mm, Case II: 1 cm, Case III: 5 cm. Note that for Cases II & III, the difficulty

of resolving the large axial distance is mitigated by reducing the radial dimension as

the solutions from the previous cases showed minimal radial variation. To further

reduce computation time for the 5 cm case, the initial drift velocity of neutrals into

the domain is increased by a factor of 2, which is not expected to effect the collision

rates or resulting densities. Case II (1 cm acceleration length) was run for both a 1

cm and 1 mm radial dimension to assess the effects of reducing the radial domain.

A more detailed investigation of radial effects is presented in Appendix B.

In this first set of simulations, electron reactions such as ionization and disso-

ciative recombination are not included. However, a background density of “Boltz-

mann” electrons that follows the potential distribution is introduced to allow for

ambipolar acceleration. The density is updated spatially at each time step ac-
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cording to the neutral-Boltzmann scheme wherein Poisson’s equation (Eq. 5.11) is

numerically solved using a Newton-Raphson iterative approach.

φi−1,j − 2φi,j + φi+1,j

∆2x
+

φi,j−1 − 2φi,j + φi,j+1

∆2y
= − e

ǫ0

[

ni − n0 exp

(

φ− φ0

kTe

)]

(5.11)

The plume initial conditions are listed in Table 5.6. These conditions represent

the properties of particles as they enter the domain at the left boundary. Simulation

parameters are presented in Table B.1.

Table 5.6: Initial Conditions - Ambipolar Acceleration

Parameter Value

Ions H2O
+ H3O

+

initial density 1×1016 0
initial drift velocity 5,159 m/s –
initial temperature 300 K –

Neutrals H2O
initial density 1×1020

initial drift velocity I,II: 500 m/s
initial drift velocity III: 1000 m/s
initial temperature 300 K

Electrons e–

initial density 1×1016

temperature (constant) 5 eV

First, plots of (a) potential, (b) H2O
+ density, and (c) H2O

+ axial velocity

(with streamlines), are shown in Fig. 5.10 for Case II (1 cm acceleration length ×

1 cm radial extent). It is observed that the variations in H2O
+ properties in this

domain are again largely axial. A slight positive potential gradient and ion density

gradient are observed just downstream of the entrance to the acceleration region.
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Table 5.7: PIC Simulation Parameters - Ambipolar Acceleration

Parameter Case I: 1 mm Case II: 1 cm Case III: 5 cm

potential @ z = 0 0 V (all)
potential @ z = L -21.4 V (all)

domain size (r × L) 1 cm × 1 mm 1 mm × 1 cm (1) 1 mm × 5 cm
1 cm × 1 cm (2)

grid spacing (∆r,∆z) 5×10−5, 5×10−5 m (I, II-1, III)
5×10−5, 2×10−4 m (II-2)

time-step (∆t) 2×10−9 s 2×10−9 s 3×10−9 s

particle weighting, H2O 1×1011 1×1011 5×1010

particle weighting, H2O
+ 1×106 1×106 1×106

particle weighting, H3O
+ 1×104 1×105 5×105

Variations in all values beyond this point are both gradual and minimal until near

the exit plane where a relatively steep potential drop (and accompanying increase

in ion speed) occurs.

Figure 5.10: Results for 1 cm length ambipolar acceleration (Case II-A.2)
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Next, for each simulation case, the densities and velocities of each species are

averaged at the exit plane and summarized in Table 5.8. Values at the exit plane

(z=L) are compared against entrance plane (z=0) conditions.

Table 5.8: Ambipolar Acceleration: Exit Plane Averages

Parameter Species I: 1 mm II: 1 cm III: 5 cm

density @ z = 0, m−3 H2O 2.2×1020 1.7×1020 1.3×1020

H2O
+ 8.1×1015 1.1×1016 9.7×1015

density @ z = L, n
nH2O

(x=0)
H2O 3e-1 3e-2 3e-2

density @ z = L, n
nH2O

+(x=0)
H2O

+ 4e-1 2e-1 9e-2

H3O
+ 2e-3 6e-4 3e-4

velocity @ z = 0, m/s H2O 221 277 757
velocity @ z = L, m/s H2O

+ 15,420 15,758 16,107
H3O

+ 13,883 13,248 14,314
all 445 790 1068

Under all conditions, the percentage of H3O
+ ions at the exit plane is small.

The H3O
+ ions which do reach the exit achieve a high velocity as most of the po-

tential drop occurs near the exit plane. A more computationally efficient framework

may allow for true 2D simulations wherein the radial domain can be extended and

trajectories of slow ions can be captured more accurately.

To show the axial evolution of the plume, the potential, H2O
+ density, and

H2O
+ axial velocity are averaged across the transverse direction and plotted as a

function of the normalized axial distance in Fig. 5.11.

For longer acceleration length scales, a potential hump is observed just down-

stream of the inlet. This is due to space charge build-up in front of the entrance

plane due to the slow charge exchange ions created there in the H2O, H2O
+ symmet-
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1 mm 1 cm 5 cm

Figure 5.11: Normalized axial variation in plume properties

ric reaction (which has a cross-section ∼10X that of the proton transfer reaction).

In these simulations, the local potential is not large enough to reflect the monoener-

getic ion population entering from the bulk of the plasma. In reality, some spread in

the energy of ions entering the plume region would be expected and those with lower

energies would be reflected, thereby reducing the beam current. Thus even in cases

where charge exchange reactions do not alter the beam composition significantly,

they could lead to thrust and specific impulse reduction.

Based on these simulations, it is concluded that the proton transfer reaction

does not significantly alter the exhaust beam composition during the ambipolar

acceleration process for the primary ions in the beam at the length scales studied.
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The main effect of charge exchange is likely to be in the reflection of low energy

ions towards the spacecraft which could lead to surface charging and degradation.

Effects may be more pronounced when integrated over a larger domain and for

longer acceleration length scales. For reference, the potential drop in [159] occurs

over a length scale greater than 10 cm. In cases such as this, care should be taken

to ensure the neutral density profile follows an expected decay profile. Simulating

large domains such as this would be a significant numerical undertaking and may

be better approached with analytical methods.

5.4.3.2 Addition of Ion-Electron Reactions

Since electrons are assumed to be present in the ambipolar acceleration region,

it is appropriate to also consider the effect that electron interactions can have on the

evolution of the plume. The relevant interactions are those with the highest reaction

rates based on their cross-sections and the densities of colliding species. At this

point, only the following electron-neutral and electron-ion collisions are considered:

� ionization of H2O: e– + H2O e + e + H2O
+

� dissociative recombination of H2O
+: e– + H2O

+ (I) e + (OH + H); (II)

e + (H2 + O); (III) e + (H + H + O)

� dissociative recombination of H3O
+: e– + H3O

+ (I) e + (H2O + H); (II)

e + (H2 + OH)

The only ion-ion collisions modeled are the proton and charge exchange colli-

sions discussed in the previous section. Secondary collisions with neutral products
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other than H2O are not considered. The electron density is again determined by the

neutral-Boltzmann approach with initial conditions ne(z=0) ≈ ni(z=0) and Te = 5

eV for all cases. The reaction rates are calculated per cell according to the electron

and ion densities within that cell and the velocity-dependent rate as:

# collisions

m3s
= n1n2〈σ(v12)v12〉 (5.12)

Here n1 is the fast species, which is the electron for all electron-neutral or

electron-ion collisions. In ion-neutral collisions, n1 is the H2O
+ ion and v12 ≈ v1

as vn ≪ vi ≪ ve. The collision cross-sections are energy dependent as described in

the previous section and in [149]. In the case of adiabatic electrons as is assumed

here, the collision rate coefficient 〈σ(ve)ve〉 is constant across the simulation domain

for each process. Effects such as electron cooling in the plume and self-consistent

evolution of the electron temperature may be considered in future work.

Simulation parameters are presented in Table 5.9. The addition of the elec-

tron reactions makes the problem more computationally challenging and thus the

transverse extent of the domain is again reduced for numerical tractability. In these

simulations, the H2O
+ ions are tracked in two groups. The ions entering the do-

main at the left wall boundary represent one population. Ions created in ionization

reactions (“iH2O
+”) represent a second group. Ions in each group have identical

dynamics, undergo identical reactions, and interact electrostatically between groups.

This construct provides additional insight into the contributions of each species to

the plume evolution.
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Table 5.9: PIC Simulation Parameters - Ambipolar Acceleration with Electron Re-
actions

Parameter Value

Ions H2O
+ iH2O

+ H3O
+

initial density 1×1016 0 0
initial drift velocity (H2O

+) 5,159 m/s – –
initial temperature (H2O

+) 300 K – –
particle weighting (H2O

+) 1×105 1×103 1×103

Neutrals H2O
initial density 1×1020

initial drift velocity 500 m/s
initial temperature 300 K
particle weighting 1×108

Domain acceleration grid region
domain size (r x L) 0.5 mm × 1 cm
grid spacing (∆r,∆z) 5×10−5, 5×10−5 m
potential @ z = 0 0 V
potential @ z = L -21.4 V
time-step (∆t) 2×10−9 s

total time simulated 20 µs
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Plots of (a) potential, (b) H2O
+ density, and (c) H2O

+ axial velocity (with

streamlines), are again shown in Fig. 5.12. Note that the axes are no longer to scale

so the velocity streamlines in Fig. 5.12(c) are skewed substantially in the vertical

dimension.

Figure 5.12: Results for 1 cm length ambipolar acceleration with charge exchange
and electron interactions.

Fig. 5.13 shows the densities of H2O
+ and H3O

+ ions created in the plume

due to ionization and proton exchange reactions, respectively. It can be seen that

both populations of ions formed in the plume remain at least 2 orders of magnitude

below the streaming ion population.

Figure 5.13: Densities of ions created in plume reactions.

Again, the densities and velocities of each species are averaged at the exit
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Table 5.10: Ambipolar Acceleration with Electron Interactions: Exit Plane Averages

Parameter Species ion reactions only all reactions

density @ z = 0, m−3 H2O 1.7×1020 1.3×1019

H2O
+ 1.1×1016 8.2×1015

density @ z = L, n
nH2O

(x=0)
H2O 3e-2 2e-2

density @ z = L, n
n
H2O

+ (x=0)
H2O

+ 2e-1 2e-1

iH2O
+ – 3e-3

H3O
+ 6e-4 3e-4

velocity @ z = 0, m/s H2O 277 323
velocity @ z = L, m/s H2O

+ 15,758 15,687
iH2O

+ – 14,226
H3O

+ 13,883 13,571
all 790 835

plane and summarized in Table 5.10. Included again for reference are the results for

the L = 1 cm case for ion (charge exchange and proton exchange) reactions only.

Values at z=L are compared to entrance plane conditions in both cases.

Several observations are made with respect to the plume evolution when elec-

tron interactions are included. First, the density of ions created due to electron-

neutral interactions in the plume is larger than that of H3O
+ ions but still small in

comparison to the injected ion population. Next, the addition of the recombination

reaction which destroys both H2O
+ and H3O

+ ions does not appear to significantly

affect the densities at the exit plane of either species. With electron reactions in-

cluded, the exit velocity of the H2O
+ ions is 97% of the maximal value of 16,296

m/s and thus reactions of both kind have little effect on plume evolution for these

conditions.
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5.4.3.3 Ambipolar Acceleration Conclusions

The effects of ion-ion and ion-electron reactions on ambipolar plume evolution

are studied numerically. In both cases, collisions do not substantially alter the

beam evolution for acceleration length scales ≤ 1 cm. The rate of dissociative

recombination by electron impact with H2O
+ is not high enough to significantly

alter the acceleration efficiency in the case studied.

To further explore plume evolution will require a more detailed electron model

that will allow better resolution of the electron density and temperature, taking

into account the effects of expansion and energy transfer through these and other

reactions. With such a model, the ambipolar potential drop should also be able to be

modeled self-consistently. These effects could be captured with a fluid electron model

solved in coordination with the particle simulations. It is possible that some of the

processes currently being studied in Hall Thruster simulations, such as the rotating

spoke ionization instability [161] may have analogous processes in an ambipolar

thruster, which could be investigated either in the bulk of the discharge or near

the exit plane. Detailed investigation of these processes would require fully-kinetic

simulations with electrons treated as particles such as that of other low-temperature

ionization wave phenomena [162].

5.5 Plasma Chemistry Conclusions

The analytical and numerical results obtained in this chapter have provided

new insight into the importance of plasma chemistry in different regimes of the

system. A 0D particle balance of the discharge regions indicates that dominant
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positive ion and achievable plasma density could vary widely based on electron

temperature and reaction rates. As the discharge sets the upstream conditions for

the plume, this is the most critical area for future study.

Next, the effects of plasma chemistry on plume evolution were explored for

both gridded and ambipolar acceleration. The plume examples studied represent a

set of discharge conditions that (1) were predicted numerically for a water plasma

[146] and (2) would be most susceptible to chemistry effects in the plume due to

the low ionization fraction. Even in this context, plasma chemistry is not found

to be important in a gridded acceleration region. However it is observed in all

cases that the unimpeded flow of neutral atoms out of the thruster would result in

unacceptably low Isp values for an electric propulsion system.

The simulation of ambipolar acceleration both with and without electron reac-

tions included reveals that H3O
+ formation plays a negligible role in plume evolution.

In contrast to the bulk discharge, the reaction rates for H3O
+ formation (as shown

previously in Fig. 5.2) are much lower for collisions in the plume due to the velocity

dependence of the cross-section. It is likely here that effects of the symmetric charge

exchange reaction (creating slow H2O
+ ions) are more important due to its larger

cross-section.

It is concluded that the efficiency impact of neutrals leaving the thruster unim-

peded at slow velocities has a much bigger penalty on efficiency than their reactions

with ions in the plume. Thus the priority for future investigation should be nu-

merical and experimental studies of the achievable ionization fractions in a water

discharge. The particle balance analysis predicts high ionization fractions are achiev-
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able for Te ∼ 5 eV and thus the extent to which this regime can be realized should

be further investigated. In coordination with this effort, design changes to better

confine neutral particles to the ionization region should be investigated numerically

and experimentally.
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Chapter 6: Conclusions and Future Work

6.1 Conclusions

6.1.1 Single-Stage Analysis Contributions

The suitability of water vapor as a propellant in electrodeless RF thrusters

has been investigated from an analytical and numerical perspective, with model

assumptions constrained by relevant theoretical and experimental results. Major

conclusions from the literature affecting the efficiency model include (1) the ability to

neglect negative ions except as an ionization energy loss pathway, (2) the behavior of

the discharge as electropositive, dominated by H2O
+ ions, and (3) the approximation

of wall sheaths and magnetic nozzle potentials as 1D single-species Debye sheaths.

Ionization costs for Maxwellian electrons are calculated and compared to argon,

with curve fits provided for follow-on analyses. Though the ionization cost for

water far exceeds argon at low temperature, it becomes comparable around 5 eV.

As a result, the efficiency of a water propelled electrodeless thruster also becomes

comparable above 5 eV. Thrust efficiency increases with both electron temperature

and upstream mirror ratio, with diminishing gains achieved above a factor of 20

for the latter. Thus, per a zero-D analysis, water vapor appears to be a suitable

propellant if a Maxwellian electron temperature above 5 eV can be sustained. As

the physics of the the RF wave propagation is omitted, these results are relevant to
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any electrodeless configuration with Maxwellian electrons provided that radial wall

losses can be mitigated.

6.1.2 Ion Cyclotron Heating Analysis Contributions

The gains in efficiency that can be attained with the addition of an ion cy-

clotron heating stage were assessed in 3 steps. First, the zero-D model developed for

the single-stage thruster was extended to account for energy deposition and losses

in a second stage. Next, this model was then used to evaluate a wide design space

that included a range of device dimensions, magnetic field strengths, and heating

energies. The design space that could provide improvements over a single-stage

device was captured. Finally, particle studies of the ion trajectory in the presence

of ion cyclotron heating provided a tool to investigate parameters such as antenna

sizing and phase matching. These particle studies motivated further exploration

of ion-ion reactions which were presented in Chapter 5. This work represents the

first evaluation of ion cyclotron heating for a water-propelled plasma thruster and

provides key insight into its regimes of applicability and limitations for small-scale

devices.

6.1.3 Water Plasma Chemistry Contributions

This analysis represents the first detailed study on the effects of charge ex-

change and H3O
+ formation for a water-propelled plasma thruster. The effects of

water plasma chemistry are analyzed both in the context of plasma composition in

the discharge region and in the context of plume evolution. It is found that wide

ranges of ionization fractions and various ion species fractions are possible depending
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on the electron temperature. Lower electron temperatures favor higher proportions

of H3O
+ but lower overall ionization fractions. Electron temperatures around 5

eV result in H2O
+ being the dominant ion and allow for high ionization fractions

(ni/nn & 1). These results further point the thruster design towards achieving

electron temperatures in the range of 5 eV.

The study of chemistry effects in the plume evolution reveals that ions form-

ing the plume are largely unaffected by reactions in this region. Effects can be

neglected outright for fast gridded acceleration and can also be largely neglected for

the ambipolar cases considered. It is noted that for the longest acceleration length

analyzed (5 cm) a 10% reduction in ion Isp is observed. Longer length scales are

difficult to capture with the Starfish PIC code in its current version but could be

further explored in future work.

The results from both regimes indicate that the highest priority for future

study should be better numerical and experimental predictions of the discharge

conditions. High ionization fractions are shown to be critical for overall efficiency,

otherwise the specific impulse of the system is dominated by the loss of slow neutrals.

If high ionization fractions can be attained, it can be expected that plasma chemistry

in the plume will not dramatically alter overall efficiency. Further simulations of high

density plumes should follow the detailed discharge chemistry investigations.
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6.2 Suggested Topics for Extension of this Work

6.2.1 Analytical Thrust Efficiency Modeling

Future work in the extension of analytical models of an electrodeless water

vapor thruster should include an electron power balance analysis to self-consistently

determine the electron temperature as a function of power deposited into the dis-

charge. Other approximations, such as radially uniform plasma or zero radial losses

in the ionization stage, could also be relaxed.

6.2.2 ICH Parameter Space Analysis

Future work in defining the practical design space for ion cyclotron heating

could include creating a curve to specify feasible ICH magnetic field strengths as a

function of thruster diameter (e.g. as shown in Fig. 6.1). Feasibility could be defined

with mass and/or volume as the figure of merit. For example, at a given thruster

diameter, one could calculate the thrust force and the thrust-to-weight ratio based

on a model for magnet system mass as a function of magnetic field strength. Then

the figures of merit could be compared with the thrust-to-weight or mass-to-power

ratios of other state-of-the-art EP systems and determine a reasonable range. For

example for ion engines: m/P ≈ 5-10 kg/kW, T/mthruster ≈ 5-10 mN/kg.

6.2.3 ICH Particle Studies

The particle-based modeling techniques to study ion cyclotron heating in

Chap. 4 could be extended in several ways. Future work could include expansion

to particles at all starting radial locations. The results could be generalized to a
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Figure 6.1: Efficiency contour for ICH design space with hypothetical magnetic field
strength constraints.

thruster configuration by incorporating common radial density distributions for elec-

trodeless thrusters. Beyond these efforts, the simulation could be integrated with a

particle-in-cell framework for self-consistently calculating electromagnetic field pen-

etration into the plasma and the effects of particle-particle interactions on heating.

Such an effort would be a significant numerical undertaking but commercial tools,

such as TechX’s USIM or VSIM codes, may be applicable depending on the densities

of interest.

6.2.4 Plasma Composition

The results presented in Section 5.3 showed that a reduced-order chemistry

model is useful for predicting the dominant ion species and allowable plasma densi-

ties for a range of discharge conditions. This analysis could be extended by coupling
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a calculation of the electron temperature (and/or distribution function) to the neu-

tral density. Such an effort would move the model closer to dependence on variables

that represent real “knobs” that can be turned in the configuration of a physical

system. While electron temperature is a useful variable, as it is easily and often mea-

sured, it is still a variable that ultimately depends on other physical settings such

as the RF power, neutral density and flow rate, and wave heating properties. Ad-

ditionally, it was observed that the choice of reference for particular cross-sections

strongly affects the predicted composition. Thus it would be useful to set “error

bars” on each cross-section based on the range of values available in the literature

and propagate that uncertainty through to quantify the range of possible predicted

compositions for various electron temperatures. Finally, comparison against exper-

imental measurements of the plasma composition under various conditions would

be extremely valuable. To our knowledge, there has been no clear experimental

characterization of the exact ions present in low pressure water discharges to date.

6.2.5 Simulation Extension

Future development of PIC simulations could be extended to use collisional

modeling in the discharge region to predict the plasma composition. This could

be done most accurately with a fully kinetic approach (electrons as particles) but

would be quite computationally expensive and thus would require parallelization

and potentially GPU implementation. Implicit PIC methods may also be useful for

this purpose, such as in [163]. Even a fluid electron implementation as simple as

the neutral-Boltzmann approach would be useful for comparing against the results
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predicted in Chapter 5.3.

PIC simulations of the acceleration region could be extended in several ways.

The simulations presented in this thesis assumed radially uniform ion and neutral

densities. However, RF discharges often generate non-uniform plasma densities and

the effects of these non-uniformities could be explored.
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Appendix A: State of the Art Performance Data

All of the performance data collected for the systems listed in Chapter 2 are

provided in the tables that follow. The corresponding references are included again

for convenience. If a system’s power range is specified, it is given in the third column,

followed by the particular powers for which data is obtained in the fourth column.

For thrust efficiency, if a value is reported in the reference, that value is used in

calculations and plots for this survey. If only thrust, specific impulse, and input

power are given, thrust efficiency is calculated as outlined in Chapter 2. In this

table, both reported and calculated thrust efficiencies are shown. It is believed that

any discrepancies in the two values stem largely from whether the authors report the

power into the thruster or into the PPU. PPU efficiencies are typically greater than

90%. For the purposes of performance comparison and trending, these differences

are not of concern.
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Table A.1: Performance data for ion engines

Thruster 

Name Model

Power Range, 

kW

Input 

Power, 

kW

Thrust, 

mN

Specific 

Impulse, 

sec

�

reported

�

calculated

BRFIT
3 0.08 0.08 1.6 2800 0.27 0.27

7 0.15-0.40 0.40 11 3850 0.53 0.52

ESA XX 8.2* 240 5400 0.79 0.78

IES -- 0.4 –0.9
0.54

0.61

20.9

23.2

2402

2665

0.46

0.50

0.45

0.50

Ion Engine 

(R&D)
25 cm 2 80 2080 0.6 0.6

IT

50 0.05 –0.14
0.05

0.14

2

5

2300

3500

0.45

0.61

0.45

0.61

100 0.15 –0.50
0.15

0.50

7

18

1900

3300

0.43

0.58

0.43

0.58

Mu 10 0.29 –0.35 0.35 8 3200 0.36 0.36

NEXT -- 0.6 –13
0.63

7.2

25.6

236

1410

4000

0.30

0.67

0.28

0.64

NSTAR -- 0.5 –2.3
0.5

2.3

19

92

1900

3100

0.36

0.62

0.35

0.61

RIT

10 0.46 15 3560 0.57 0.57

22 4.5 150 4400 0.72 0.72

35 3.0 104 4023 0.55 0.69

T

5 0.48 18 3200 0.55 0.59

6 2.5 –4.5
2.5

4.5

75

145

3710

4120

0.55

0.64

0.55

0.65

XIPS

8 cm 0.1 –0.35
0.1

0.35

2

14

2000

3000

0.2

0.53

0.2

0.59

13 cm 0.45 18 2350 0.49 0.46

25 cm 2.3 –4.5
2.3

4.5

79

165

3400

3500

0.65

0.63

0.57

0.63

*
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Table A.2: Performance data for Hall thrusters

*

Thruster 

Name
Model

Power 

Range, kW

Input 

Power, 

kW

Thrust, 

mN

Specific 

Impulse, 

sec

�

reported

�

calculated

BHT
200* 0.1 –0.4

0.13

0.2

0.4

8

13

19.4

1390

1394

1900

0.40

0.44

0.50

0.41

0.44

0.45

600 0.3 –0.8 0.6 39 1585 0.50 0.50

BPT

2000 2.2 123 1700 0.48 0.47

4000 1.1 –4.5
1.1

4.9

80

250

1200

2100

0.45

0.55

0.43

0.53

CHT

28 mm

40 mm

50 mm

0.1 –0.4 0.3 11 1800 0.32 0.32

CHT
2.6 cm 0.09 –0.19

0.09

0.19

3

6

1100

1650

0.20

0.27

0.18

0.26

9 cm 1 -- -- 0.4 --

HiVHAc -- 0.32 –3.7

0.32

3.52

3.66

21.3

197.5

157

981

2144

2655

0.32

0.59

0.56

0.32

0.59

0.56

HEMPT -- 1.38 –1.5 1.5 90 2800 0.49 0.46

HT

100D 0.12 –0.4
0.12

0.4

6

18

800

1600

0.2

0.35

0.2

0.35

400 0.4 –0.8
0.4

0.8

19

25

1000

1450

0.23

0.22

0.23

0.22

PlaS 40 0.1 –0.65 0.23 17 1010 0.37 0.37

PPS 1350-G 1.5 89 1650 0.50 0.52

ROS 200 2 132 1765 0.52 0.57

SPT

1 0.6 –3.2
0.6

3.1

39.9

144.5

1424

2533

0.39

0.55

0.46

0.58

50 0.35 20 1010 0.35 0.31

70 0.7 40 1500 0.45 0.42

100 1.35 80 1600 0.5 0.46

140 5 300 1750 0.55 0.51

T
40 0.1 –0.4

0.1

0.4

5

20

1000

1600

0.25

0.39

0.25

0.39

140 2 –4 3.4 197 2000 0.57 0.57

TCHT 3B 0.08 –0.17
0.08

0.17
-- --

0.26

0.39
--

*
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Table A.3: Performance data for helicon thrusters

Thruster 

Name

R������� ����	

�� o
�������

Power 

Range, 

k�

I
	�

Power, 

k�

T��ust, 

m�

S	������ 

Im	�����

sec

�

��	���r

�

calcula�r

HEAT
J�	�
��� 

C����������

1.8 –2.3

2

--

--

11

2.5

0.9

840

290

390

0.02

0.001

0.0008

0.02

--

--

H��T
A�o� S��rey 

S	��� C�
��
0.25 –0.65

0.25

0.65

1

2.8

--

280

--

--

--

0.01

HPH.com
Eo

C����������

0.05 –0.1

0.008

0.05

0.5

--

422

--

0.13

0.19

0.13

--

mHT MIT 0.5–1.1
0.7

1.1

10

20

--

--

--

--

--

--

PM-HPT
T���k� o
��. 

&A�o
2 15 1960 0.075 0.072

VASIMR

(���1��*
Ar Astra

3

6.5

--

--

--

--

0.02

0.01
--

��� m�r�� Georgia T��� 0.21 –0.84 0.84 6.3 140 -- 0.01

*

Table A.4: Predicted performance data for helicon thrusters

Author(s)

Input 

Power, 

kW

Thrust, 

mN

Specific 

Impulse, 

sec

�

predicted

Fruchtman 3.95 72 2300 0.2

Vi����i � 

 !"#i�$

1.8

0.92

--

--

--

--

0.27

0.55

%'!") 0.7 -- -- 0.27
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Appendix B: Numerical Experiments with Radial Confinement

For Cases II & III in Section 5.4.3 which have a large axial dimension and

small radial dimension, the boundary condition at the top edge of the domain was

experimented with. Previously, a symmetry boundary condition was applied to the

bottom edge of the domain and the top edge had a Neumann boundary condition,

allowing the plasma to expand into space. When the radial dimension is reduced

in the longer axial cases, particles escape the domain quickly with a Neumann

boundary condition at the top edge. Applying a symmetry boundary condition at

the top edge instead approximates a 1D solution. In this case, particles cannot leave

the domain along radial boundaries. However, confining the plasma in this way is not

a physically realistic representation of the plume as radial expansion and trajectories

are important. Thus all simulations are run for both sets of boundary conditions

and results are compared. The results represent two limits: one where particles

quickly leave the domain and the other where a maximal number of collisions are

encountered. First, results are presented for two radial domain sizes (II-A.1: 1

mm, II-A.2: 1 cm) with with symmetry at the bottom edge only for both and for

the 1 mm radial case (II-B) with top and bottom edge symmetry. The results are

compared Simulation parameters for all simulation cases are included in Table B.1.

For each simulation case, the densities and velocities of each species are av-
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Table B.1: PIC Simulation Parameters - Ambipolar Acceleration

Parameter Case I: 1 mm Case II: 1 cm Case III: 5 cm

potential @ z = 0 0 V (all)
potential @ z = L -21.4 V (all)

domain size (r × L) 1 cm × 1 mm 1 mm × 1 cm (A.1,B) 1 mm × 5 cm
1 cm × 1 cm (A.2)

grid spacing (∆r,∆z) 5×10−5, 5×10−5 m (I, II-A.1,B, III)
5×10−5, 2×10−4 m (II-A.2)

time-step (∆t) 2×10−9 s 2×10−9 s 3×10−9 s

particle weighting, H2O 1×1011 1×1011 (A.1,A.2) 5×1010

1×1010 (B)

particle weighting, H2O
+ 1×106 1×106 1×106

particle weighting, H3O
+ 1×104 1×105 (A.1,A.2) 5×105

5×104 (B)

eraged at the exit plane and summarized in Tables B.2 and B.3 for each set of

boundary conditions. Values at the exit plane (z=L) are compared against entrance

plane (z=0) conditions.

The results for the 1 mm case are almost identical between the two sets of

boundary conditions as radial expansion does not play an important role in this

small axial domain. However for the 1 cm and 5 cm cases shown in Table B.2, the

exit plane values are biased to higher axial velocity particles and lower densities

of H3O
+ particles due to radial losses. The results presented in Table B.3 exhibit

different trends. In this case, as the acceleration length increases, the fraction of

H2O
+ at the exit plane decreases while the fraction of H3O

+ increases. This accounts
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Table B.2: Ambipolar Acceleration: Exit Plane Averages (all acceleration lengths,
Neumann B.C. at top edge)

Parameter Species I: 1 mm II-B: 1 cm III: 5 cm

density @ z = 0, m−3 H2O 2.2×1020 1.7×1020 1.3×1020

H2O
+ 8.1×1015 1.1×1016 9.7×1015

density @ z = L, n
nH2O

(x=0)
H2O 3e-1 3e-2 3e-2

density @ z = L, n
nH2O

+(x=0)
H2O

+ 4e-1 2e-1 9e-2

H3O
+ 2e-3 6e-4 3e-4

velocity @ z = 0, m/s H2O 221 277 757
velocity @ z = L, m/s H2O

+ 15,420 15,758 16,107
H3O

+ 13,883 13,248 14,314
all 445 790 1068

Table B.3: Ambipolar Acceleration: Exit Plane Averages (all acceleration lengths,
symmetry B.C. at top edge)

Parameter Species I: 1 mm II-B: 1 cm III: 5 cm

density @ z = 0, m−3 H2O 2.2×1020 2.3×1020 1.5×1020

H2O
+ 8.1×1015 1.2×1016 1.4×1016

density @ z = L, n
nH2O

(x=0)
H2O 5e-1 2e-1 7e-1

density @ z = L, n
nH2O

+(x=0)
H2O

+ 4e-1 2e-1 7e-2

H3O
+ 2e-3 9e-3 7e-2

velocity @ z = 0, m/s H2O 226 198 650
velocity @ z = L, m/s H2O

+ 15,436 15,559 15,123
H3O

+ 10905 13,955 14,314
all 424 731 912

for over an order of magnitude difference in the predicted exit plane density of H3O
+

for the 1 cm length results in Tables B.2 and B.3.

When particles are confined radially (Table B.3), they will experience more

collisions before leaving the domain at the exit plane, with the number of collisions
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being proportional to the axial length. For example, there are 200 H2O
+ ions for

every H3O
+ ion at the exit plane in the 1 mm case. In the 5 cm case, the numbers

of H2O
+ and H3O

+ ions at the exit plane are equal. However the results shown in

Table B.3 predict significantly higher secondary ion populations at the exit plane

than would be found when 2D expansion is allowed and thus represent an upper

limit. These results are included here to illustrate that with confinement, secondary

ion populations can reach non-negligible populations. However, the boundary con-

ditions here do not accurately represent the plume conditions and thus are only

included as a point of comparison.

Beyond 1 cm, a non-negligible fraction of primary ions may undergo charge

and proton exchange reactions if they are confined radially. When confined in this

geometry, the H3O
+ and charge exchange H2O

+ ions gain a large axial velocity as the

potential profile is relatively flat upstream of the exit plane. More comprehensive

2D modeling will be required to determine if radial losses of these ions would lead

to substantial beam spreading or depletion of primary ions.
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Appendix C: PIC Simulation Input Files

5 input files are created for each simulation:

� “starfish.xml” - master file (contains source and time-stepping info)

� “domain.xml” - defines grid for simulation domain and boundary conditions

� “boundaries.xml” - defines additional boundaries (e.g. virtual boundary for

injection of particles)

� “materials.xml” - defines all particles (including weighting) and solid materials

used in simulation domain

� “interactions.xml” - defines all possible reactions between items defined in

“materials.xml”

An example is provided for each simulation type (gridded and ambipolar).

Gridded Acceleration Input Files

“starfish.xml”

<!--

<simulation>
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<note>Gridded Acceleration Region - 1cmx1mm tube</note>

<!-- load input files -->

<load>domain.xml</load>

<load>materials.xml</load>

<load>boundaries.xml</load>

<load>interactions.xml</load>

<output type="boundaries" file_name="results/boundaries.vtp" format="vtk">

<variables>flux-normal.H2O+, deprate</variables>

</output>

<!-- set potential solver -->

<!--<solver type="constant-ef">

<comps>0,0</comps>

</solver>

-->

<solver type="poisson">

<n0>1</n0>

<Te0>5</Te0>

<phi0>0</phi0>

<max_it>1e4</max_it>

<nl_max_it>25</nl_max_it>

<tol>1e-3</tol>

<nl_tol>1e-2</nl_tol>

<linear>true</linear> <!-- gets rid of electrons for grid acceleration-->

<initial_only>false</initial_only>

</solver>

<!-- set sources

-->

<sources>

<boundary_source name="space">

<type>maxwellian</type>

<material>H2O</material>

<boundary>inlet</boundary>

<mdot>2e-5</mdot>

<temperature>300</temperature>

<v_drift>500</v_drift>

</boundary_source>

<boundary_source name="space">

<type>maxwellian</type>
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<material>H2O+</material>

<boundary>inlet</boundary>

<mdot>3e-8</mdot>

<temperature>300</temperature>

<v_drift>5000</v_drift>

</boundary_source>

</sources>

<!-- -->

<!-- set time parameters -->

<time>

<num_it>10000</num_it>

<dt>5e-10</dt>

</time>

<!-- save animation -->

<animation start_it="1" frequency="50">

<output type="2D" file_name="field_ani.dat" format="tecplot"

variables="phi,nd.H2O,nd.H2O+,nd.H3O+,u.H2O+,v.H2O+,u.H3O+,

v.H3O+,u.H2O,v.H2O" />

</animation>

<!-- run simulation -->

<starfish />

<!-- save results -->

<output type="2D" file_name="field.dat" format="tecplot">

<variables>phi, nd.e-, nd.H2O+, nd.H2O, nd.H3O+, t.e-, t.H2O+,

t.H3O+, t.H2O, u.H2O+, v.H2O+, u.H3O+, v.H3O+, u.H2O, v.H2O,

u.HO, v.HO</variables>

</output>

<output type="boundaries" file_name="boundaries.dat" format="tecplot">

<variables>flux.H2O+, flux-normal.H2O+, deprate</variables>

</output>

</simulation>

“domain.xml”

<domain type="xy">
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<mesh type="uniform" name="mesh">

<origin>0,0</origin>

<spacing>5e-5, 5e-4</spacing>

<nodes>21,21</nodes> <!-- 1 mm x 1 cm-->

<mesh-bc wall="left" type="dirichlet" value="0" />

<mesh-bc wall="right" type="dirichlet" value="-800" />

<mesh-bc wall="bottom" type="symmetry"/>

</mesh>

</domain>

“boundaries.xml”

<boundaries>

<boundary name="inlet" type="virtual" >

<path>M 0, 0.01 L 0, 0</path>

</boundary>

</boundaries>

“materials.xml”

<!-- materials file -->

<materials>

<material name="H2O" type="kinetic">

<molwt>18</molwt>

<charge>0</charge>

<spwt>1e10</spwt>

<particle_merge_skip>25</particle_merge_skip>

<vel_grid_dims>20,20,5</vel_grid_dims>

</material>

<material name="HO" type="kinetic">

<molwt>17</molwt>

<charge>0</charge>

<spwt>1e10</spwt>

167



</material>

<material name="H3O+" type="kinetic">

<molwt>19</molwt>

<charge>1</charge>

<spwt>1e3</spwt>

</material>

<material name="H2O+" type="kinetic">

<molwt>18</molwt>

<charge>1</charge>

<spwt>1e6</spwt>

<particle_merge_skip>25</particle_merge_skip>

<vel_grid_dims>20,20,5</vel_grid_dims>

<init>nd_back=1e4</init>

</material>

</materials>

“interactions.xml”

<!-- material interactions file -->

<material_interactions>

<!--Lishawa, 1990 Table 5-->

<chemistry>

<sources>H2O+,H2O</sources>

<products>HO,H3O+</products>

<rate type="table" is_sigma="true">

<table_values>

[1,2.9e-19], [1.5, 2.89E-19], [2, 1.86E-19],

[2.5, 8.51E-20], [5, 6.38E-20],

[6, 4E-20], [10, 3.13E-20], [15, 2e-20],

[20, 1.5e-20], [27, 0.5E-20]

</table_values>

<dep_var>T.H2O+</dep_var>

<input_wrappers>energy,JtoEv</input_wrappers>

</rate>

</chemistry>

<!--Lishawa, 1990 Table 7-->

<mcc model="cex" name="cex">
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<source>H2O+</source>

<target>H2O</target>

<sigma>table</sigma>

<sigma_tabulated>

[0.5769, 4.2396E-19], [1.0897, 2.2325E-19],

[1.2821, 1.5821E-19], [1.6026, 1.2907E-19],

[2.6923, 9.55E-20], [6.859, 8.231E-20],

[12.1795, 8.265E-20], [19.2949, 6.628E-20],

[25.0641, 6.665E-20], [30.3205, 5.353E-20]

</sigma_tabulated>

<sigma_dep_var>energy</sigma_dep_var>

<max_target_temp>10000</max_target_temp>

<frequency>1</frequency>

</mcc>

Ambipolar Acceleration Input Files

“starfish.xml”

<!--

<simulation>

<note>Ambipolar Acceleration Region - 1cmx0.5mm tube</note>

<!-- load input files -->

<load>domain.xml</load>

<load>materials.xml</load>

<load>boundaries.xml</load>

<load>interactions.xml</load>

<output type="boundaries" file_name="results/boundaries.vtp"

format="vtk">

<variables>flux-normal.H2O+, deprate</variables>

</output>

<!-- set potential solver -->

<!--<solver type="constant-ef">

<comps>0,0</comps>

</solver>

-->
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<solver type="poisson">

<n0>1</n0>

<Te0>5</Te0>

<phi0>0</phi0>

<max_it>1e4</max_it>

<nl_max_it>25</nl_max_it>

<tol>1e-3</tol>

<nl_tol>1e-2</nl_tol>

<linear>true</linear>

<initial_only>false</initial_only>

</solver>

<!-- set sources

-->

<sources>

</sources>

<boundary_source name="inlet">

<type>maxwellian</type>

<material>H2O</material>

<boundary>inlet</boundary>

<mdot>7.5e-7</mdot>

<temperature>300</temperature>

<v_drift>500</v_drift>

</boundary_source>

<boundary_source name="inlet">

<type>maxwellian</type>

<material>H2O+</material>

<boundary>inlet</boundary>

<mdot>7.8e-10</mdot>

<temperature>300</temperature>

<v_drift>5158</v_drift>

</boundary_source>

</sources>

<!-- set time parameters -->

<time>

<num_it>10000</num_it>

<dt>2e-9</dt>

</time>

<!-- save animation -->
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<animation start_it="1" frequency="100">

<output type="2D" file_name="field_ani.dat" format="tecplot"

variables="phi,nd.e-,nd.H2O,nd.H2O+,nd.iH2O+,nd.H3O+,u.H2O+,

v.H2O+,u.iH2O+,v.iH2O+,u.H3O+,v.H3O+,u.H2O,v.H2O,

mpc.H2O,mpc.H2O+,mpc.iH2O+,mpc.H3O+" />

</animation>

<solver>

<type>poisson</type>

<!--<method>direct1d</method>-->

<n0>1e16</n0>

<Te0>5</Te0>

<phi0>0</phi0>

<max_it>1e4</max_it>

<nl_max_it>25</nl_max_it>

<tol>1e-3</tol>

<nl_tol>1e-2</nl_tol>

<linear>false</linear>

<initial_only>false</initial_only>

</solver>

<!-- run simulation -->

<starfish randomize="false" />

<!-- output -->

<!-- save results -->

<output type="2D" file_name="field.dat" format="tecplot">

<variables>phi, nd.e-, nd.H2O+, nd.iH2O+, nd.H2O, nd.H3O+, t.e-,

t.H2O+, t.H3O+, t.H2O, u.H2O+, v.H2O+, u.iH2O+, v.iH2O+, u.H3O+,

v.H3O+, u.H2O, v.H2O, u.HO, v.HO</variables>

</output>

<output type="boundaries" file_name="boundaries.dat" format="tecplot">

<variables>flux.H2O+, flux-normal.H2O+, deprate</variables>

</output>

</simulation>

“domain.xml”

<domain type="xy">
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<mesh type="uniform" name="mesh">

<origin>0,0</origin>

<spacing>5e-5, 5e-5</spacing>

<nodes>201,11</nodes> <!-- 1 cm x 0.5 mm-->

<mesh-bc wall="left" type="dirichlet" value="0" />

<mesh-bc wall="right" type="dirichlet" value="-21.4" />

<mesh-bc wall="bottom" type="symmetry"/>

<!--<mesh-bc wall="top" type="symmetry"/>-->

</mesh>

</domain>

“boundaries.xml”

<boundaries>

<boundary name="inlet" type="virtual" >

<path>M 0, 0.0005 L 0, 0</path>

</boundary>

</boundaries>

“materials.xml”

<!-- materials file -->

<materials>

<materials>

<material name="e-" type="boltzmann_electrons">

<phi0>0</phi0>

<kTe0>5</kTe0>

<den0>1e16</den0>

</material>
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<material name="H2O" type="kinetic">

<molwt>18</molwt>

<charge>0</charge>

<spwt>1e8</spwt>

<particle_merge_skip>25</particle_merge_skip>

<vel_grid_dims>20,20,5</vel_grid_dims>

<nd_back>1e16</nd_back>

</material>

<material name="HO" type="kinetic">

<molwt>17</molwt>

<charge>0</charge>

<spwt>1e10</spwt>

</material>

<!--

<material name="HO+" type="kinetic">

<molwt>17</molwt>

<charge>1</charge>

<spwt>1e10</spwt>

<particle_merge_skip>25</particle_merge_skip>

<vel_grid_dims>20,20,5</vel_grid_dims>

</material>

-->

<material name="H3O+" type="kinetic">

<molwt>19</molwt>

<charge>1</charge>

<spwt>1e3</spwt>

</material>

<material name="H2O+" type="kinetic">

<molwt>18</molwt>

<charge>1</charge>

<spwt>1e5</spwt>

<particle_merge_skip>25</particle_merge_skip>

<vel_grid_dims>20,20,5</vel_grid_dims>

<init>nd_back=1e4</init>

</material>

<material name="iH2O+" type="kinetic">

<molwt>18</molwt>

<charge>1</charge>

<spwt>1e3</spwt>

<particle_merge_skip>25</particle_merge_skip>

<vel_grid_dims>20,20,5</vel_grid_dims>
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<init>nd_back=1e4</init>

</material>

</materials>

“interactions.xml”

<!-- material interactions file -->

<material_interactions>

<chemistry>

<sources>H2O,e-</sources>

<products>iH2O+,2*e-</products>

<rate type="poly">

<coeffs>1.36e-15</coeffs>-->

<dep_var>T.e-</dep_var>

</rate>

</chemistry>

<chemistry> <!--recombination H2O+ -->

<sources>H2O+,e-</sources>

<products>H2O</products>

<rate type="poly">

<coeffs>2.4e-16</coeffs>

<dep_var>T.e-</dep_var>

</rate>

</chemistry>

<chemistry> <!--recombination for new ions-->

<sources>iH2O+,e-</sources>

<products>H2O</products>

<rate type="poly">

<coeffs>2.4e-16</coeffs>

<dep_var>T.e-</dep_var>

</rate>

</chemistry>

<chemistry> <!--recombination H3O+ -->

<sources>H3O+,e-</sources>

<products>H2O</products>

<rate type="poly">

<coeffs>2.4e-15</coeffs>
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<dep_var>T.e-</dep_var>

</rate>

</chemistry>

<!--Lishawa, 1990 Table 5-->

<chemistry>

<sources>H2O+,H2O</sources>

<products>HO,H3O+</products>

<rate type="table" is_sigma="true">

<table_values>

[1,2.9e-19], [1.5, 2.89E-19], [2, 1.86E-19],

[2.5, 8.51E-20], [5, 6.38E-20],

[6, 4E-20], [10, 3.13E-20], [15, 2e-20],

[20, 1.5e-20], [27, 0.5E-20]

</table_values>

<dep_var>T.H2O+</dep_var>

<input_wrappers>energy,JtoEv</input_wrappers>

</rate>

</chemistry>

<!--PEX for new ions, Lishawa, 1990 Table 5-->

<chemistry>

<sources>iH2O+,H2O</sources>

<products>HO,H3O+</products>

<rate type="table" is_sigma="true">

<table_values>

[1,2.9e-19], [1.5, 2.89E-19], [2, 1.86E-19],

[2.5, 8.51E-20], [5, 6.38E-20],

[6, 4E-20], [10, 3.13E-20], [15, 2e-20],

[20, 1.5e-20], [27, 0.5E-20]

</table_values>

<dep_var>T.iH2O+</dep_var>

<input_wrappers>energy,JtoEv</input_wrappers>

</rate>

</chemistry>

<!--Lishawa, 1990 Table 7-->

<mcc model="cex" name="cex">

<source>H2O+</source>

<target>H2O</target>

<sigma>table</sigma>

<sigma_tabulated>

[0.5769, 4.2396E-19], [1.0897, 2.2325E-19],

[1.2821, 1.5821E-19],[1.6026, 1.2907E-19],

[2.6923, 9.55E-20], [6.859, 8.231E-20],
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[12.1795, 8.265E-20], [19.2949, 6.628E-20],

[25.0641, 6.665E-20], [30.3205, 5.353E-20]

</sigma_tabulated>

<sigma_dep_var>energy</sigma_dep_var>

<max_target_temp>10000</max_target_temp>

<frequency>1</frequency>

</mcc>

<!--CEX for new ions-->

<mcc model="cex" name="cex">

<source>iH2O+</source>

<target>H2O</target>

<sigma>table</sigma>

<sigma_tabulated>

[0.5769, 4.2396E-19], [1.0897, 2.2325E-19],

[1.2821, 1.5821E-19], [1.6026, 1.2907E-19],

[2.6923, 9.55E-20], [6.859, 8.231E-20],

[12.1795, 8.265E-20], [19.2949, 6.628E-20],

[25.0641, 6.665E-20], [30.3205, 5.353E-20]

</sigma_tabulated>

<sigma_dep_var>energy</sigma_dep_var>

<max_target_temp>10000</max_target_temp>

<frequency>1</frequency>

</mcc>
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