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Helicon thrusters have emerged as a viable technology for station-keeping and 

deep-space exploration applications due to their high-efficiency plasma generation and 

amenability to propellants such as water vapor. A proposed design and performance 

analysis for the superconducting helicon thruster is presented. First, a zero-dimensional 

power flow analysis is performed, demonstrating an increase in the power efficiency for 

the superconducting helicon thruster versus the baseline helicon plasma thruster. This 

superconducting helicon thruster is composed of two subsystems: the superconducting 

magnet subsystem and the thermal management subsystem. The superconducting magnet 

subsystem shows that by using the combination of a solenoid and permanent magnet, a 



 

desirable magnetic field geometry for a helicon plasma can be supported. By adding a 

high-temperature (type-II) superconductor, the induced current in the superconductor that 

results from quenching the solenoid can sustain the same magnetic field geometry 

without the need to continuously power the electromagnet. The thermal management 

subsystem then maintains cryogenic temperatures in a closed-loop design for continuous 

operation of the thruster. 

A triple Langmuir probe was used to experimentally characterize the bulk plasma, 

and the downstream ion energies were measured with a retarding potential analyzer 

(RPA). Using the measured electron temperature and ion energies, it was shown that the 

baseline helicon thruster demonstrates slightly better performance metrics, however this 

comes at the cost of lower propulsive efficiencies. In instances where maximum thrust 

and maximum specific impulses are desired, the baseline helicon thruster would be more 

advantageous. If RF input power mitigation is of larger concern, the superconducting 

helicon thruster outperforms the baseline helicon thruster. Additionally, substantially 

larger ion beam energies were measured using the RPA compared to other independent 

studies. This anomalous acceleration mechanism has the potential to provide vast 

improvement to the performance of the helicon thruster. 

 

   



 

 
 
 
 
 
 
 
 
 
 
 

DEVELOPMENT AND TEST OF A SUPERCONDUCTING HELICON PLASMA 
THRUSTER 

 
 
 

by 
 
 

John Joseph Vitucci 
 
 
 
 

Dissertation submitted to the Faculty of the Graduate School of the 
University of Maryland, College Park, in partial fulfillment 

of the requirements for the degree of 
Doctor of Philosophy 

2019 
 
 
 
 
 
 
 
 
 
 
 

Advisory Committee: 
Professor Raymond Sedwick, Chair 
Professor Christine Hartzell 
Professor James Baeder 
Professor Peter Sunderland 
Professor Adil Hassam 



 
 
 
 
 
 
 
 
 
 
 
 

©Copyright by 
John Joseph Vitucci 

2019 



ii 

Dedication 

 This work has truly been a labor of love. The most important lesson I’ve learned 

throughout my research is that no matter how difficult something may get, at the end of 

the day it still builds character. This has been the motto of the Space, Power, and 

Propulsion Laboratory from day one, and is very true to the graduate research experience. 

Much like anything in life, there were ups and downs; days where a solution seemed so 

far out of reach, and days where anything seemed possible. In the end, all the trials and 

tribulations resulted in one of the most rewarding of experiences in my life. One that will 

be very difficult to best. This all would never have been possible without a multitude of 

people in my life. Most important to me was the support I had of my family. My mom, 

dad, brother, and grandparents may never quite understand the lengthy process of 

graduate work, but no matter what, I always knew I had their never-ending support. To 

my advisor, Dr. Sedwick, I could never fully express my gratitude for providing the 

means to undertake this journey. I’ll be forever grateful for the opportunity. My 

colleagues and fellow graduate students have been the best people to go through this 

experience with. No matter what the occasion, they were the most supportive, gave the 

best advice, and always provided an ear when I just wanted to rant or explain some major 

breakthrough, even if they truly didn’t care. All of my close friends and loved ones from 

outside of the lab were also instrumental in making this happen. Without them, life would 

truly have just revolved around work. I always had people to count on when I just needed 

to decompress and enjoy life. While I want to name everyone who made this possible, 



iii 

there just simply wouldn’t be enough pages, nor do I wish to leave anyone out. If you’re 

reading this, then you absolutely know who you are. So with that I say, thank you.  



iv 

Acknowledgements 

 In order to make this research possible, it truly took a large number of people 

throughout the years. Primarily, I must thank the NASA Office of the Chief Technologist 

for the NASA Space Technology Research Fellowship. This funded me for a large 

portion of my graduate studies, and without this support I would never have been able to 

travel to the various conferences around the world to connect with other individuals in the 

field or experience the space propulsion work at NASA’s Glenn Research Center. Once 

again, I must also thank my advisor, Dr. Sedwick, for the opportunity to work under him 

at the University of Maryland Space, Power, and Propulsion laboratory. The experiences 

have been life-changing, and something I would gladly do over again in a heartbeat. I 

also extend the sincerest appreciation to my committee members for all of their time and 

input along the way. The feedback and time they contributed to the comprehensive 

examination and pre-defense were invaluable. I would also like to acknowledge the staff 

of the Department of Aerospace Engineering who were also available to help with all of 

the administrative challenges that came up. Without all of these individuals involved, 

none of this would have been possible. Thank you for allowing me the means to pursue 

what can only be described as a dream.  



v 

Table of Contents 

Dedication .......................................................................................................................... ii	
Acknowledgements .......................................................................................................... iv	
Table of Contents .............................................................................................................. v	
List of Figures .................................................................................................................. vii	
Nomenclature .................................................................................................................... x	
1.	 Chapter 1:   Introduction ......................................................................................... 1	

1.1	 Electric Propulsion ....................................................................................................... 1	
1.1.1	 Convectional Electric Propulsion Devices ................................................................. 1	
1.1.2	 Helicon Thruster ......................................................................................................... 5	

1.2	 Project Overview .......................................................................................................... 9	
1.2.1	 Motivation .................................................................................................................. 9	
1.2.2	 Objectives and Methodology .................................................................................... 10	
1.2.3	 Previous Work .......................................................................................................... 12	
1.2.4	 Outline and Contribution Overview ......................................................................... 16	

2.	 Chapter 2:  Helicon Plasma Source ....................................................................... 18	
2.1	 Early Development ..................................................................................................... 18	
2.2	 Helicon Plasma Dispersion Relation ......................................................................... 19	
2.3	 RF Power Coupling .................................................................................................... 22	

2.3.1	 RF Antennae ............................................................................................................. 22	
2.3.2	 Capacitive Coupling ................................................................................................. 24	
2.3.3	 Inductive Coupling ................................................................................................... 25	
2.3.4	 Helicon-Wave Coupling ........................................................................................... 26	

2.4	 Efficient Plasma Generation ...................................................................................... 28	
2.4.1	 Landau Damping ...................................................................................................... 28	
2.4.2	 Trivelpiece-Gould Modes ......................................................................................... 30	

2.5	 Helicon Thruster Acceleration Mechanisms ............................................................ 31	
3.	 Chapter 3:  Power Flow Analysis .......................................................................... 36	

3.1	 Plasma Boundary Losses and Jet Power .................................................................. 36	
3.2	 Power Lost to Electromagnets ................................................................................... 39	
3.3	 Power Efficiency Analysis .......................................................................................... 40	
3.4	 Summary and Discussion ........................................................................................... 42	

4.	 Chapter 4:  Superconducting Magnet Subsystem ............................................... 44	
4.1	 Superconductor Integrated Magnet Design ............................................................. 44	

4.1.1	 Subsystem Requirements ......................................................................................... 44	
4.1.2	 Principles of Operation ............................................................................................. 46	
4.1.3	 Construction and Laboratory Implementation ......................................................... 48	

4.2	 Computational Modeling Using COMSOL Multiphysics ....................................... 51	
4.3	 Magnetic Field Topology Mapping ........................................................................... 55	

5.	 Chapter 5:  Thermal Control Subsystem .............................................................. 59	
5.1	 Thermal Control Parameters .................................................................................... 59	
5.2	 Subsystem Design ........................................................................................................ 63	
5.3	 Environmental Loading and In-Situ Resource Utilization ..................................... 66	



vi 

5.4	 Laboratory Implementation ...................................................................................... 68	
6.	 Chapter 6:  Helicon Plasma Thruster with Integrated Superconducting 
Magnets ............................................................................................................................ 69	

6.1	 Diagnostic Equipment ................................................................................................ 69	
6.1.1	 Triple Langmuir Probe ............................................................................................. 69	
6.1.2	 Retarding Potential Analyzer ................................................................................... 75	

6.2	 Experimental Setup and Operation .......................................................................... 80	
6.3	 Plasma Characterization and Thruster Performance ............................................. 88	
6.4	 Discussion and System Comparisons ........................................................................ 99	

7.	 Chapter 7:  Conclusion and Future Work .......................................................... 114	
7.1	 Summary of Results and Contributions ................................................................. 114	
7.2	 Future Work .............................................................................................................. 116	

Appendix A: Helicon Thruster Triple Langmuir Probe Data – Electron 
Temperature .................................................................................................................. 119	
Appendix B: Superconducting Helicon Thruster Triple Langmuir Probe Data – 
Electron Temperature .................................................................................................. 125	
Appendix C: Helicon Thruster Triple Langmuir Probe Data – Electron Density . 131	
Appendix D: Superconducting Helicon Thruster Triple Langmuir Probe Data – 
Electron Density ............................................................................................................ 134	
Appendix E: Helicon Thruster Triple Langmuir Probe Data – Floating Potential 137	
Appendix F: Superconducting Helicon Thruster Triple Langmuir Probe Data – 
Floating Potential .......................................................................................................... 140	
Appendix G: Helicon Thruster RPA Data.................................................................. 143	
Appendix H: Superconducting Helicon Thruster RPA Data ................................... 149	
Appendix I: Helicon Thruster RPA Data – 50 W Radial Profile ............................. 155	
Appendix J: Superconducting Helicon Thruster RPA Data – 50 W Radial Profile164	
Appendix K: Helicon Thruster Length and Time Scales .......................................... 173	
Appendix L: Superconducting Helicon Thruster Length and Time Scales ............ 179	
  



vii 

List of Figures 

Figure 1.1:  Schematic of helicon thruster setup. ................................................................ 6	
Figure 1.2:  Helicon thruster in operation. .......................................................................... 7	
Figure 1.3: Survey of power efficiency for conventional electric propulsion devices. ...... 9	
Figure 1.4:  COMSOL simulation of magnetic field lines from a permanent disc magnet 

placed inside the end of the HTS tube at room temperature. ..................................... 13	
Figure 1.5:  COMSOL simulation of magnetic field lines from a permanent disc magnet 

placed inside the end of the HTS tube while superconducting. ................................. 13	
Figure 1.6:  Axial Gauss probe experimental data (Superconducting) vs. theoretical data 

(COMSOL) as a function of distance from the face of the permanent magnet. The 
first curve corresponds to the experimental data and the second curve corresponds to 
the simulated theoretical data. .................................................................................... 15	

Figure 2.1:  Half-wavelength antennae: (a) Nagoya type III, (b) Boswell type, and (c) 
Helical (or Shoji) type39. ............................................................................................ 23	

Figure 2.2.  Mode transitions in an argon helicon plasma demonstrated by density 
increases as a result of an increasing input power. .................................................... 28	

Figure 2.3.  Schematic of the potential profile for a typical plasma sheath. ..................... 32	
Figure 2.4.  Schematic of the potential profile of a double-layer14. .................................. 32	
Figure 2.5: Ion acceleration driven by fast-moving electrons leaving the system. ........... 34	
Figure 3.1: Power efficiency versus electron temperature with argon propellant, magnet 

power consumption of 120W, magnetic field of 0.02T, and thruster radius of 
0.0164m ...................................................................................................................... 41	

Figure 3.2: Best case power efficiency versus electron temperature with baseline helicon 
efficiency. ................................................................................................................... 42	

Figure 4.1: COMSOL simulation of magnetic field lines from a permanent disc magnet 
placed inside the end of the HTS tube while superconducting26. ............................... 45	

Figure 4.2: Superconducting magnet schematic in COMSOL Multiphysics. .................. 48	
Figure 4.3: Aluminum enclosure for superconductors. .................................................... 49	
Figure 4.4: Permanent ring magnet mounted to superconductor housing. ....................... 51	
Figure 4.4: COMSOL magnetic field model of solenoid and permanent ring magnet (top), 

and superconducting magnet subsystem (bottom). Units in Gauss. ........................... 54	
Figure 4.5: Solenoid and magnetic field mapping apparatus. ........................................... 56	
Figure 4.6: On-Axis magnetic flux density for the solenoid and superconducting magnet 

subsystem. .................................................................................................................. 57	
Figure 5.1: Radiative heat flux distribution to the upstream wall. .................................... 62	
Figure 5.2: Radiative heat flux distribution to the lateral wall. ........................................ 62	
Figure 5.3: Schematic of thermal management design for the superconducting helicon 

thruster. ....................................................................................................................... 64	
Figure 5.4: Temperature profile for thermal management subsystem insulating layers. .. 65	
Figure 6.1: Idealized I-V trace from Langmuir probe. Ion saturation curve expanded 10x 

to show detail. ............................................................................................................ 70	
Figure 6.2: Typical triple Langmuir probe circuit. ........................................................... 72	
Figure 6.3: Triple Langmuir probe used for helicon and superconducting helicon thruster 

diagnostic measurements. ........................................................................................... 73	



viii 

Figure 6.4: RPA schematic with potential profile72. ......................................................... 76	
Figure 6.5: RPA schematic with potential profile72. ......................................................... 77	
Figure 6.6: RPA data demonstrating ion beam decay as a result of charge-exchange 

collisions91. ................................................................................................................. 78	
Figure 6.7: Model FC-71A Faraday Cup from Kimball Physics. ..................................... 79	
Figure 6.8: RPA within brass boom and mounted to bi-directional slides within vacuum 

chamber. Image taken from above. ............................................................................ 80	
Figure 6.9: Vacuum chamber feedthrough and plasma source tube length scales. .......... 81	
Figure 6.10: Helicon double-saddle antenna with power feed lines. ................................ 83	
Figure 6.11: Superconducting helicon thruster experimental setup. ................................. 85	
Figure 6.12: Diagnostic measurement locations. .............................................................. 86	
Figure 6.13: Superconducting helicon thruster in operation. ............................................ 88	
Figure 6.14: Electron temperature profile for the helicon thruster at 40 W of RF input 

power. ......................................................................................................................... 89	
Figure 6.15: Electron temperature measurements in the bulk plasma for the helicon and 

superconducting helicon thrusters with 2σ confidence intervals. .............................. 91	
Figure 6.16: Electron density measurements in the bulk plasma for the helicon and 

superconducting helicon thrusters with 2σ confidence intervals. .............................. 91	
Figure 6.17: Floating potential profile for the helicon thruster at 40 W of RF input power.

 .................................................................................................................................... 93	
Figure 6.18: Floating and plasma potentials in the bulk plasma for the helicon thruster 

with 2σ confidence intervals. ..................................................................................... 94	
Figure 6.19: Floating and plasma potentials in the bulk plasma for the superconducting 

helicon thruster with 2σ confidence intervals. ........................................................... 94	
Figure 6.20: Averaged first derivative of the RPA current with respect to the bias voltage 

for the helicon thruster at 40 W of RF input power. .................................................. 96	
Figure 6.21: Ion energies measured by the RPA for both distributions observed in the 

IEDFs for the helicon and superconducting helicon thrusters with 2σ confidence 
intervals. ..................................................................................................................... 96	

Figure 6.22: Ion currents measured by the RPA for the helicon and superconducting 
helicon thrusters with 2σ confidence intervals. .......................................................... 97	

Figure 6.23: Ion current radial profile for the helicon and superconducting helicon 
thrusters at 50 W RF input power. ............................................................................. 98	

Figure 6.24: Expansion corrected ion currents measured by the RPA for the helicon and 
superconducting helicon thrusters with 2σ confidence intervals. .............................. 99	

Figure 6.25: Beam energies given as the different in energy between the two distributions 
measured by the RPA. .............................................................................................. 102	

Figure 6.26: Argon and xenon collision cross-sections as a function of energy from the 
model by Rapp and Francis101. ................................................................................. 102	

Figure 6.27: Mean free path for charge-exchange collisions. ......................................... 103	
Figure 6.28: Downstream plasma density calculated using the RPA measured ion current.

 .................................................................................................................................. 104	
Figure 6.29: Bulk electron temperature compared to the electron temperature required to 

accelerate the ions to the beam potential measured by the RPA in the helicon thruster.
 .................................................................................................................................. 105	



ix 

Figure 6.30: Bulk electron temperature compared to the electron temperature required to 
accelerate the ions to the beam potential measured by the RPA in the 
superconducting helicon thruster. ............................................................................ 105	

Figure 6.31: Thruster diagram with acceleration region, shown in red box, and magnetic 
field measurements. .................................................................................................. 107	

Figure 6.32: Ionization fraction as a function of the plasma density measured by the triple 
Langmuir probe and approximate upstream neutral density. ................................... 111	

Figure 6.33: Helicon thruster and superconducting helicon thruster performance metrics.
 .................................................................................................................................. 112	

Figure 6.34: Helicon thruster and superconducting helicon propulsive efficiency. ....... 113	
  



x 

Nomenclature 

A = Cross-Sectional Area of the Thruster (m2) 
Ap = Triple Langmuir Probe Tip Area (m2) 
ARPA = RPA Cross-Sectional Area (m2) 
a = Thruster or Plasma Source Radius (m) 
ANU = Australia National University 
B = External Magnetic Field Strength (G) 
B = Perturbed Electric Field (T) 
B0 = Equilibrium Magnetic Field (T) 
BSCCO = Bismuth Strontium Calcium Copper Oxide 
Cf = Antenna Feed Line Capacitance (F) 
c = Speed of Light in Vacuum (m/s2) 
cp = Specific Heat at Constant Pressure (J/kg K) 
CFDL = Current-Free Double-Layer 
D = Dispersion Relation 
d = Distance from Heat Element (m) 
dpp = Distance between Parallel-Plate Capacitor (m) 
E = Perturbed Electric Field (V/m) 
𝐸"#$%  = Total Ionization Cost per Ion-Electron Pair (eV) 
𝐸"#$ = First Ionization Energy of Propellant (eV) 
Er = Resonant Ionization Energy (eV) 
e = Elementary Particle Charge (C) 
F = Thrust (N) 
F/A = Thrust Per Area Ratio (N/m2) 
f = Operating Frequency (1/s) 
FEM = Finite Element Method 
G = Antenna Gain 
g = Acceleration Due to Gravity (m/s2) 
hwe = Latent Heat of Vaporization for Water (J/kg) 
hwm = Latent Heat of Melting for Water (J/kg) 
HDLT = Helicon Double-Layer Thruster 
I = Solenoid Current (A) 
I+ = Current into Positive Probe (A) 
I- = Current into Negative Probe (A) 
Ifl = Current into Floating Probe (A) 
IG = Cost of Neutral Particle Ionization (J) 
IRPA = Ion Current Measured by RPA (A) 
Isp  = Specific Impulse (s) 
i = Complex Imaginary Component 
ICH = Ion Cyclotron Heating 
IEDF = Ion Energy Distribution Function 
J1  = Bessel’s Function of the First Kind 
j = Perturbed Current 
k = Parallel Wavenumber (1/m) 



xi 

kB = Boltzmann’s Constant (J/K) 
kT = Thermal Conductivity (W/m K) 
L = Antenna Length (m) 
Lf = Antenna Feed Line Inductance (H) 
Lp = Total Power Loss within Plasma (W/m3) 
Lpp = Parallel-Plate Capacitor Length  (m) 
Ls = Solenoid Length (m) 
Lz = Plasma Source Length (m) 
M = Propellant Molecular Mass (kg) 
m = Bessel Function Mode 
me = Electron Mass (kg) 
mi = Ion Mass (kg) 
𝑚̇ = Mass Flow Rate (kg/s) 
MPD = Magnetoplasma Dynamic Rocket 
ne = Plasma Density (1/m3) 
nn = Neutral Density (1/m3) 
nRPA = Downstream Density from RPA Measurements (1/m3) 
ns = Number of Solenoid Turns 
n0 = Equilibrium Density (1/m3) 
NEXT = NASA’s Evolutionary Xenon Thruster 
OML = Orbital Motion Limited Theory 
Pbase   = Vacuum Chamber Base Pressure (torr) 
Pf = Power Imparted to the Plasma Flow (W/m3) 
PJ = Jet Power (W/m3) 
Pm = Electromagnet Power Consumption (W) 
𝑃)*+̇  = Radiated Power (W/m3) 
PRF = RF Input Power (W) 
Ptube   = Pressure in the Plasma Confining Tube (torr) 
Pvap   = Power Required to Vaporize Water (W) 
P0 = Total Input Power (W/m3) 
p = First Zero of the Bessel Function J1 
PPT = Pulsed Plasma Thruster 
Q   = Throughput (torr L/s) 
q = Heat Flux Density (W/m2) 
𝑞)̇ = Conducted Power (W/m2) 
Rion = Ionization Rate (m3/s) 
r = Radial Position (m) 
R = Resistance (Ohm) 
RF = Radio Frequency 
RPA = Retarding Potential Analyzer 
SCM = Superconducting Magnets 
Sp   = Pumping Speed of Turbo Pump (L/s) 
T = Temperature (K) 
Tboil = Boiling Temperature of Water (K) 
Te = Electron Temperature (eV) 
Tk = Transverse Wavenumber (1/m) 



xii 

Tmelt = Melting Temperature of Ice (K) 
T1 = Characteristic Temperature of Propellant (eV) 
t = Time (s) 
TG = Trivelpiece-Gould 
TRL = Technology Readiness Level 
U|| = Average Axial Velocity of the Plume (m/s) 
ue = Exit Velocity (m/s) 
UMD SPPL = University of Maryland Space Power and Propulsion Laboratory 
V+ = Positive Probe Bias with Respect to Ground (V) 
V- = Negative Probe Bias with Respect to Ground (V) 
Vbeam = Beam Potential (V) 
Vbias = Bias Voltage Between Positive and Negative Probes (V) 
Vf = Floating Probe Bias with Respect to Ground (V) 
Vs = Plasma Potential with Respect to Ground (V) 
VASIMR = Variable Specific Impulse Magnetoplasma Rocket 
vp = Phase Velocity (m/s) 
vth = Thermal Velocity 
Wpp = Parallel-Plate Capacitor Width (m) 
Zm = Root of the Bessel Function Jm 
z = Axial Position (m) 
α = Beam Divergence Angle 
Γmax = Maximum Plasma Flux at the Pre-sheath -.*)/"0123

453
6 

e = Parallel-Plate Dielectric Permittivity (s4A2/m3kg) 
𝜖0 = Cost of Ionization per Ion-Electron Pair (eV) 
𝜖" = Ionization Energy (eV) 
𝜖38 = Total Energy Lost to Plasma Sheath (eV) 
𝜖39*11 = Total Energy Lost to Plasma Sheath at Upstream Wall (eV) 
𝜖: = Permittivity of Free Space 
𝜖; = Characteristic Energy of Propellant (eV) 
η = Propulsive Efficiency 
ηRF = Power Delivery Efficiency 
ηtr = RPA Grid Transparency 
λ = Plasma Skin Depth (m) 
λCX = Wavelength (m) 
λw = Wavelength (m) 
μ = Propellant Flow Rate (kg/s) 
μ0 = Permeability of Free Space (N/A2) 
θ = Angular Position 
σCX = Charge Exchange Collision Cross-Section (m2) 
ν = Electron Collision Frequency (1/s) 
νeff = Effective Collision Frequency (1/s) 
νLD = Landau Collision Frequency (1/s)
ω = Angular Frequency (1/s) 
ωc = Plasma Frequency (1/s) 
ωp = Electron Cyclotron Frequency (1/s) 



1 
 
 
 

1. Chapter 1:   Introduction 

1.1 Electric Propulsion 

1.1.1 Convectional Electric Propulsion Devices 

The concept of electric propulsion has existed since as early as 1903 with the 

introduction and derivation of the Tsiolkovsky rocket equation.  Tsiolkovsky then 

published the first notional idea of electric propulsion eight years later by stating the 

possibility of using electricity to accelerate particles from a “rocket device” 1.  Since then 

the technology has progressed in leaps and bounds.  Typical applications of electric 

propulsion devices include station keeping by overcoming translational and rotational 

perturbations in a satellite’s orbit, orbit raising, and interplanetary travel2.  To date, over 

200 spacecraft utilize electric propulsion for these purposes3. 

Each propulsion system requires an energy source, propellant, and a power 

conversion system.  The most common metrics for evaluating the performance of any 

propulsive device are thrust (F) or thrust density (F/A), specific impulse (Isp), total input 

power (P0), and propulsive efficiency (ηp).  Thrust is the amount of force imparted to a 

spacecraft and is given by the following equation: 

 𝐹 = 𝑚̇𝑢2 (1.1) 

where 𝑚̇ is the mass flow rate and ue is the exit velocity.  Specific impulse provides a 

good indication of the thruster’s efficiency.  Larger specific impulses mean that a thruster 
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can produce a set amount of thrust for less propellant.  The specific impulse can be 

derived from the thrust equation and is given by: 

 𝐼3. =
𝑢2
𝑔  (1.2) 

where 𝑔  is the acceleration due to gravity.  While input power can directly increase 

thrust, this is not ideal as space applications are limited by the available power; thus it is 

advantageous to have a system that produces maximum thrust and specific impulse at 

minimum input powers.  The propulsive efficiency is used to determine the percentage of 

input power that directly contributes to the jet power, PJ.  The jet power is the quantity 

that directly contributes to directed thrust.  For space propulsion applications, the 

propulsive efficiency is given as:  

 𝜂 =
𝑃B
𝑃:

 (1.3) 

Compared to chemical rockets, electric propulsion devices will exhibit specific impulses 

that are orders of magnitude larger.  Conversely, chemical rockets achieve thrust values 

that are orders of magnitude larger than those exhibited by electric propulsion devices.   

Electric propulsion devices can be categorized as electrothermal, electrostatic, or 

electromagnetic.  Electrothermal devices electrically heat the propellant, which is then 

thermodynamically expanded with the use of a nozzle.  The most common electrothermal 

devices are the resistojet and the arcjet.  The resistojet uses resistive elements to heat the 

propellant, however, it is limited by the effectiveness of the resistive material to 

uniformly heat the propellant.  The material limitations also play an important role in the 

operational capabilities as the surrounding walls of the main chamber are in direct contact 

with the increasingly hot propellant.  Limiting the temperature of the propellant then 
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restricts the achievable specific impulse, since the specific impulse is directly 

proportional to the stagnation temperature of the propellant at the nozzle throat.  To 

improve the propellant heating, the arcjet was developed, consisting of a constricted arc 

in parallel flow.  The improved design ensured that a greater volume of the propellant 

came in contact with the heating element than seen in the resistojet.  Ultimately, this 

design is subject to the same material limitations as the resistojet.  Typical specific 

impulses achieved by the resistojet are 200-300 s, where as the arcjet can achieve up to 

1000 s2. 

Electrostatic devices, which include but are not limited to the ion engine and Hall 

thruster, rely on electric fields to electrostatically accelerate propellant particles.  The 

ionization stage of an ion engine consists of a cathode, called the emitter, which provides 

the system with free electrons.  The electrons are then accelerated towards the walls of 

the ionization chamber, which contain the anode.  Magnetic fields are then used to 

confine the electrons and prevent them from easily reaching the walls.  Once the 

propellant enters the ionization region, the free electrons collide with the neutral gas 

particles to generate plasma.  The ions are then accelerated through a potential difference 

between a series of grids that lead to the exit of the device.  An external neutralizing 

cathode ensures that the emerging beam is quasi-neutral to prevent spacecraft charging.  

Typical ion engines have a thrust ranging between 0.01 and 200 mN with specific 

impulses between 1500 and 5000 s and can be throttled with the use of a decelerator 

grid2.  The primary limitation of this design is the maximum achievable thrust density, 

which is space charge limited in the volume between the grids.  This space charge 

limitation is given by the Child-Langmuir Law.  In addition, the thruster suffers from 
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lifetime issues.  While most of the ions are accelerated through the grids, there is still a 

percentage that impacts the grids causing erosion.  Newer designs, as seen in NASA’s 

Evolutionary Xenon Thruster (NEXT), for example, are showing the capabilities of 

extending the lifetime of ion engines through longer grid and cathode lifetimes4. 

The Hall thruster, on the other hand, does not suffer from the space charge 

limitation or grid erosion because it does not use grids to accelerate the ions.  Instead, the 

Hall thruster is composed of an annular, cylindrical ionization region with an axial 

electric field and radial magnetic field.  The crossed electric and magnetic field causes 

the free electrons to undergo an azimuthal drift called the Hall current.  This causes the 

injected propellant to ionize due to collisions with the drifting electrons.  These collisions 

are the only mechanism through which the electrons can reach the anode at the upstream 

wall.  The combination of the external neutralizing cathode and anode at the upstream 

wall creates the axial electric field, which accelerates the ions out of the thruster.  The 

Hall thruster is capable of thrust values up to 2 N and can operate at up to 2000 s of 

specific impulse2.  Unlike the ion engine, the Hall thruster is more readily scaled to 

higher powers, however it similarly suffers from erosion and sputtering of the dielectric 

chamber walls. 

Electromagnetic devices accelerate propellant particles through both electric and 

magnetic fields.  Of this type are the pulsed plasma thruster (PPT) and magnetoplasma 

dynamic rocket (MPD).  The MPD thruster utilizes radial electric fields to ionize the 

propellant and an azimuthal magnetic field that results in a Lorentz force on the ions in 

the direction of the thruster exit.  While the design is simplistic and can yield high thrust 

densities and high specific impulses, the impracticality lies in the large power 
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requirements and large hardware requirements, such as the size and weight of the power 

supply.  With specific impulses between 2000 and 5000 s, and the capability to achieve 

up to 2 N of thrust, MPD thrusters have been considered for several space applications2.  

The PPT generates thrust equal to the Lorentz force as well, however, the design is more 

simplistic than the MPD.  The most prevalent propellant for a PPT is Teflon.  Using two 

slab electrodes, short pulses, on the order of milliseconds, are used to sublimate and 

ionize the Teflon.  The time varying electric field in turn generates a magnetic field, 

causing a force on the ions in the direction of the thruster exit.  While this design requires 

low input powers, it suffers in its ability to only generate a maximum of about 10 mN 

with specific impulses comparable to the range of Hall thrusters2. 

1.1.2 Helicon Thruster 

Helicon plasma thrusters have emerged as a potentially viable propulsion 

mechanism for space applications due to their high efficiency plasma generation5.  In its 

simplest form, the helicon thruster consists of a helical antenna, plasma confining quartz 

tube, an RF power system with impedance matching network, and externally applied 

magnetic field.  The RF current is passed through the helical, typically copper, antenna 

that induces a time varying magnetic field.  By Maxwell’s equations, this results in a 

curling electric field that accelerates free electrons until the ionization energy is achieved. 

Once the electron density reaches a critical point, the plasma ignites due to the electron 

avalanche effect6. The resulting plasma is characterized by the right-handed circularly 

polarized wave that propagates along the source length, and is confined by the quartz 

tube. 



6 
 
 
 

The externally applied magnetic field acts to support the propagation of this 

helicon wave, while also supporting the formation of a natural acceleration mechanism at 

the thruster exit7,8,9.  The strength of the magnetic field directly determines the plasma 

density that can be supported, which saturates for magnetic fields in excess of 1000 G9.  

Helicon plasma generation has been observed to yield high plasma densities at relatively 

low power inputs5, making the technology attractive for space propulsion applications. A 

schematic of an existing helicon thruster setup and image of the thruster in operation at 

the University of Maryland Space Power and Propulsion Laboratory (UMD SPPL) can be 

seen in Figure 1.1 and Figure 1.2, respectively.   

 

Figure 1.1:  Schematic of helicon thruster setup.10 
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Figure 1.2:  Helicon thruster in operation.10 

The primary advantage of the helicon plasma source as a thruster is that the RF 

antenna is not in direct contact with the plasma.  This allows for a variety of propellant 

selections, most notably, water vapor.  By using water vapor propellant, in-situ resource 

utilization may be realized.  With ice found throughout the solar system, replenishing 

diminished propellant can be achieved mid-mission.  Unlike other traditional electric 

propulsion systems, the exhaust is quasi-neutral, eliminating the need for an external 

neutralizing cathode.  Additionally, the helicon thruster does not require any external 

acceleration mechanism due to a naturally occurring plasma sheath at the exit boundary, 

which provides a potential difference through which the ions are accelerated.  This will 

be discussed in more detail in Chapter 2.  
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III. Plasma Diagnostics 
The RPA designed for this experiment is based on RPAs used to measure plasma characteristics in Hall 

thrusters.5,6  An additional electron suppression grid was added before the collector plate to repel secondary 
electrons that would hit the plate and skew the ion current readings.  The RPA measures the ion current as a function 
of discriminator grid voltage.  Differentiating this current-voltage (I-V) curve results in a Gaussian distribution, the 
peak of which can be used to find the electron temperature of the plasma.  The voltage at which this peak occurs, 
Vmax, can be used to calculate the electron temperature using the following equation,  
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where the free standing sheath acceleration model proposed by Chen (Ref. 4) has been assumed.  Figures 4 and 5 
show an example of an I-V curve and its derivative for a test with argon gas.  The peak in the current derivative 
curve is located around 52 V, which equates to an electron temperature of about 10 eV for argon. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The RF compensated Langmuir probe design was based on a probe used by Chen.7  The Langmuir probe returns 

a plot of electron current as a function of probe voltage.  This relationship is used to determine the electron 
temperature of the plasma.  Figures 6 and 7 show an example of a Langmuir probe I-V curve and its derivative for 
an argon gas test.  The floating potential, Vfloat, is the zero current crossing on the I-V plot, -3V in Fig. 6, and the 

 
Figure 2. Inductively coupled mode, argon, 0.001 mbar 

pressure, 300 W RF power, no axial magnetic field. 

 
Figure 3. Helicon mode, argon, 0.001 mbar pressure, 

300 W RF power, 200 G axial magnetic field. 

 
Figure 4. RPA I-V curve for argon at 0.002 mbar 
pressure, 200 W RF power, 200 G axial magnetic 

field. 

 
Figure 5. RPA I-V derivative curve for argon at 
0.002 mbar pressure, 200 W RF power, 200 G 
axial magnetic field. 
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Performance evaluations of standalone helicon plasma thrusters have yielded 

approximately 1-6 mN of thrust for RF power inputs ranging from 215 W to 840 W, 

where maximum specific impulses are around 377 s11,12,13.  Of more importance is the 

power efficiency, which these studies report as between 8% and 30%.  This indicates that 

a significant amount of the RF input power is consumed in the generation of the ion-

electron pairs, rather than into directed kinetic energy.  Ziemba and Winglee14  have 

managed to produce specific impulses of 2000 s and a thrust near 1 N in a high power 

helicon thruster capable of operating at powers between 5-50 kW with argon propellant.  

A smaller Argon helicon thruster (mass of 1.5 kg and a volume of 1 cm3) has been 

produced by Manente et al15 for station keeping purposes, which operates at 50 W and is 

expected to generate 1 mN of thrust at a specific impulse of 1350 s.   

Compared to the conventional electric propulsion devices discussed above, these 

performances are distinctly inferior.  Williams 11 suggests that improvements beyond 

beam collimation and higher propellant utilization, such as increasing input power or 

implementing an ion acceleration stage, would be needed to increase efficiency beyond 

30%.  Possible augmentations include the combination of a helicon plasma source with a 

gridded ion acceleration stage16, and also the combination of a helicon ionization stage 

with a Hall thruster acceleration chamber17.  The most notable is the Variable Specific 

Impulse Magnetoplasma Rocket (VASIMR) 18 , which makes use of a resonant ion 

cyclotron heating (ICH) stage to further heat the plasma before it is ejected from the 

rocket via a magnetic nozzle19.  This allows the VASIMR® to yield thrust values on the 

order of 1 N and specific impulses on the order of a few thousand seconds20.  Even 

though the subpar performance values detract from the applicability for certain mission 
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applications, the advantages of the helicon thruster warrant further investigation into 

improving the performance of the thruster. 

1.2 Project Overview 

1.2.1 Motivation 

Since thrust directly scales with the input power, the more important metric to 

focus on is the power efficiency.  This gives a better evaluation of how much of the input 

power actually contributes to thrust. Figure 1.3 shows a survey of power efficiencies for 

conventional electric propulsion devices.  With efficiencies no greater than 10% for input 

powers less than 500 W7, 9,11-14, the helicon thruster must be improved upon in order to be 

competitive with other systems.  One method of determining potential improvements to 

the power efficiency of the helicon thruster is to perform a power flow analysis for the 

purpose of inspecting where the largest quantities of power are lost in the system.  That 

is, determine the power that does not directly contribute to the jet power.   

 

Figure 1.3: Survey of power efficiency for conventional electric propulsion devices21. 

The largest power sink in the helicon thruster is due to particles leaving the 

plasma through the plasma sheath at the boundaries22.  As discussed above, the external 
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magnetic field from the electromagnets provide means of ion confinement, and can be 

used to generate a magnetic mirror for upstream confinement.  Since this is a necessary 

power draw integral to the operation of the device, it should be considered in the total 

power efficiency; however, it is never included.  Past studies6,23,24 have proposed the use 

of permanent magnets to eliminate this power requirement.  While Chen23 demonstrated 

increased plasma densities, the research performed by Shamrai24 indicates that the 

helicon wave does not propagate when in the presence of a null point in the magnetic 

field of a permanent magnet.  By placing the antenna, such that the null was on one side, 

the plasma only formed on the opposite side.  Furthermore, a null on either side of the 

antenna restricted wave propagation and plasma ejection such that no accelerated ions 

were observed.  Upon removal of the null points, increased plasma densities and 

accelerated ions were observed.  Utilizing a helicon plasma source for space propulsion 

applications requires the ejection of ions in order to impart a force on the system, 

eliminating the possibility of maintaining a null point near the thruster’s exit plane. 

1.2.2 Objectives and Methodology 

As mentioned in the previous section, the largest power loss mechanism is 

associated with the plasma sheath that forms at the plasma boundaries.  Additionally, the 

power required by the electromagnets will reduce the power efficiency. A novel approach 

to mitigating both is with the application of superconductors.  It is well understood that 

below a superconductor’s critical temperature, the material acts to expel magnetic fields 

via the Meissner effect25 and provide a resistance-free path for current flow.  Combining 

permanent magnets with superconducting material to yield a magnetic field topology 
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suitable for helicon plasma thruster applications can provide means of improved plasma 

confinement.  This reduces undesired power loss to the plasma boundary upstream and 

along the lateral walls while simultaneously removing the power draw from an 

electromagnet without the unintended consequences that permanent magnets would 

introduce.   

This complete system can be divided into two distinct subsystems.  The first is the 

superconducting magnets, and focuses on generating the desired magnetic field topology 

for optimal plasma confinement.  The second is the thermal management subsystem, and 

is required to maintain cryogenic temperatures to ensure the temperature of the 

superconductors always remains below the critical temperature.  The first objective of 

this research is the analytical design of a complete superconducting helicon thruster with 

practical flight applications.  In support of this objective, and integral to the design of the 

superconducting magnet subsystem, a power flow analysis is used to determine the 

impact of power loss mitigations implemented by the superconducting helicon thruster.  

This power efficiency analysis will also be used to compare with the experimentally 

determined efficiencies. The second objective is the construction and test of a laboratory 

helicon thruster and superconducting helicon thruster for direct comparison of 

performance metrics.  Determination of the experimental power efficiency of each device 

will allow for validation of the analytical power efficiency model.  Additionally, the ion 

current and electron temperature of each device will be measured to ensure comparable 

plasma characteristics. 
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1.2.3 Previous Work* 

Wilson 26  has experimentally and computationally quantified the impact of 

superconductors, specifically a high temperature type II superconducting tube, on the 

magnetic field of a permanent magnet at the UMD SPPL.  His research is summarized 

here to show proof of principle work supporting the magnetic field topology changes 

made possible through the use of high temperature type II superconductors.  

Conceptualizing the geometry of the magnetic field was made possible through 

computational means, utilizing COMSOL Multiphysics.  Figure 1.4 demonstrates the 

shape of the magnetic field generated by a permanent magnet that caps the end of a 

superconducting flux tube above its critical temperature.  Once the superconducting 

material reaches its critical temperature, a uniform field is observed along the axis of the 

tube, as seen in Figure 1.5.   

It is important to note that type II superconductors, unlike type I, lock-in magnetic 

field lines that penetrate the material prior to reaching the critical temperature, and the 

Meissner effect is considered incomplete27.  Thus, a mechanism to keep the magnetic 

field lines out from the confines of the material prior to cooling is required to obtain a 

similar effect in comparison to what would be expected of a type I superconductor.  This 

computational model does not take into account any such mechanism, as its purpose is 

                                                
 
 
 
*  Parts of this chapter have been published in: Vitucci, J. J. and Sedwick, R. J., 
“Development of a Superconducting Helicon Thruster,” Paper AIAA 2012-3866, 48th 
AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, Atlanta, GA, July-
August 2012. 
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solely to gather qualitative data regarding the field geometry.  From this model, 

modifications were made to mimic the experimental method as closely as possible.  

 

Figure 1.4:  COMSOL simulation of magnetic field lines from a permanent disc 
magnet placed inside the end of the HTS tube at room temperature.26 

 
Figure 1.5:  COMSOL simulation of magnetic field lines from a permanent disc 
magnet placed inside the end of the HTS tube while superconducting.26 

The experiment was performed within the confines of a vacuum chamber.  The 

necessity to cool the system yields condensation of oxygen on the interior walls of the 

flux tube.  Performing measurements within a vacuum chamber helps thermally control 

the system, eliminates the possibility of condensation, and more accurately provides 
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conditions under which the thruster’s mechanisms will be operating.  The superconductor 

used was a 21.4 mm inner diameter, 26.2 mm outer diameter, and 12.3 cm long Bi-223 

flux tube, which is part of the bismuth strontium calcium copper oxide (BSCCO) family. 

To avoid the problem of confining the magnetic field lines prior to cooling the Bi-2223 

flux tube, a ferromagnetic sleeve, in combination with a ferromagnetic rod, was used to 

keep the flux lines out of the superconducting tube until the system was cooled below the 

critical temperature, 107 K.  The entire apparatus was then encapsulated in a sealable, 

vacuum rated, annular vessel.  This vessel was constructed from concentric brass 

cylinders, capped at one end, with a removable cap on the opposite end.  This provided a 

sealable container through, which liquid nitrogen can flow.  After the critical temperature 

was achieved, the ferromagnetic rod was removed from the center of the tube.  From an 

engineering standpoint, this solution will not suffice for the superconducting helicon 

thruster, but was intended only to demonstrate a proof of principle. A Gauss probe was 

then used to perform magnetic field strength measurements along the axis of the flux 

tube. 

 As mentioned previously, the computational model was modified to mimic the 

experiment as closely as possible.  The primary difference between the experimental 

apparatus and the computational model is that the computational model treats the flux 

tube as though it were a low temperature type I superconductor.  The results of the 

experimental measurements and computational model can be seen in Figure 1.6. The 

primary region of interest ranges from 0 m to approximately 0.1 m, which corresponds to 

the extent of the superconducting material tube.  From this model, a uniform magnetic 

field can be observed spanning approximately the entire length of the centerline.  The 
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computational model is nearly identical to the experimental measurements from 0.03 m 

to 0.1 m.  The reason for the rapid reduction in field strength just off the face of the 

magnet and the baseline value seen down the length of the tube is a result of the gap 

between the magnet and the tube, which in this design is approximately 0.03 - 0.04 m.  

This small gap allows some of the magnetic field lines to immediately curve back around 

to the opposite face of the magnet without interacting with the flux tube at all.  A tight fit 

would ensure the capture of nearly all of the field lines, thereby increasing the overall 

field strength confined axially within the tube, but reducing or eliminating the magnetic 

bottle, or mirror, effect28.  At the flux tube exit, a rapidly diverging magnetic field can be 

seen, as anticipated. 

 

Figure 1.6:  Axial Gauss probe experimental data (Superconducting) vs. theoretical 
data (COMSOL) as a function of distance from the face of the permanent magnet. 
The first curve corresponds to the experimental data and the second curve 
corresponds to the simulated theoretical data.26 
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The results of this study, as evidenced by Figure 1.6, confirm the ability to utilize 

high temperature type II superconductors in place of a low temperature type I 

superconductor to confine the magnetic field lines of a permanent magnet. 

1.2.4 Outline and Contribution Overview 

This research employs methods that are analytical, computational, and 

experimental in nature.  First and foremost is a complete literature survey, presented in 

Chapter 2, which serves to fully detail the nature of a helicon plasma source, its 

dispersion relation, the applicability to space propulsion, and the role of an externally 

applied magnetic field.  Secondly, an analytical power flow analysis is performed to 

determine the largest power sinks occurring within a typical helicon plasma system.  This 

also serves to quantify the impact an electromagnet generated external magnetic field has 

on the overall power efficiency.  This study will be detailed in Chapter 3.  Next, the 

superconducting magnet subsystem design is presented in Chapter 4.  This includes the 

design aspects, parameters, and simulations as well as an experimental mapping of the 

magnetic field topology to match the simulations.  The thermal management subsystem 

considerations and cryo-cooler system requirements are detailed in Chapter 5.  Chapter 6 

will focus on the helicon plasma source operating with the standard electromagnet system 

and with the finalized superconducting magnet design, including a direct comparison 

explaining the benefits and disadvantages of such a system. Finally, the complete 

superconducting magnet system is summarized and presented in Chapter 7, including 

future work to further progress the research. 
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The first major contribution to the state-of-the-art is a power efficiency analysis 

that details power loss mitigation through the use of a superconducting magnet system, 

which takes into account the power consumption of the electromagnets.  The second 

major contribution is the complete design and analysis of a superconducting helicon 

thruster composed of a superconducting magnet subsystem, and a thermal management 

subsystem.  With the superconducting magnet subsystem, a COMSOL Multiphysics 

model is presented that accurately predicts the magnetic field topology of a tube shaped 

superconductor at steady state.  The thermal management subsystem presents a design to 

maintain cryogenic temperatures in a closed-loop control system through the use of a 

cold-tip cryocooler and radiator.  This is a novel approach to power loss mitigation for 

helicon thrusters that also has potential scientific ramifications in that magnetic fields can 

be achieved at no Ohmic power dissipation, where the topology of the field is only 

limited to the manufacturing limitations of solid superconducting material.  Third, this is 

the first study to detail and characterize the plasma parameters of such a thruster and how 

they impact the baseline design of conventional helicon thrusters.  The fourth, and most 

intriguing contribution, is the discovery of an anomalous acceleration mechanism 

yielding beam energies in excess of the measurements from comparable systems in the 

literature. Lastly, this research provides a test-bed for future in-situ resource utilization 

applications, particularly, for water vapor propellant usage.  
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2. Chapter 2:  Helicon Plasma Source 

2.1 Early Development 

Helicon waves belong to a category of right-handed circularly polarized waves 

known as whistler waves.  Whistler waves were first observed in the latter half of World 

War I and were named according to the sound soldiers heard while using cables in an 

attempt to eavesdrop on the opposing forces’ telegraphic communications29 .  While 

initially attributed as having extraterrestrial origins, it was later discovered that plasma in 

the Earth’s magnetosphere, in response to lightning strikes, caused the phenomenon29.  It 

was several years later, at a semiconductor conference in Prague, that Aigrain coined the 

term ‘helicon’ 30 , which he used to describe electromagnet waves with frequencies 

between the ion and electron cyclotron frequencies observed in low temperature solid 

metals29.  While helicons are classified as whistlers based on their polarization, they are 

distinguishable from classical whistler waves in that: “(a) they are of such low frequency 

that the electrons’ gyrations may be disregarded and only their guiding center motions 

kept, and (b) they are modes of bounded systems, in which their purely electromagnetic 

character cannot be maintained.”31 

The progression of the helicon research to date was made possible through 

research conducted by Lahane and Thonemann32, who first demonstrated the propagation 

of helicon waves in gaseous plasmas33 .  This discovery spurred a series of studies 

throughout the 1960’s intent on expanding the theoretical understanding of helicon waves 

in plasmas.  Of particular interest were the studies by Klozenberg, McNamara, and 

Thonemann34, who first formulated the dispersion relation for helicon waves in uniform 
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plasmas.  The dispersion relation provides the relationship between wavelength, 

wavenumber, frequency, and energy.  From there Blevin and Christiansen35, determine 

the dispersion relation for helicon waves in a non-uniform plasma.  This led to further 

modifications to incorporate other instances of helicon waves in plasmas.  The 

technology had not progressed to the point of applications outside of scientific 

experimentation until Boswell’s36 discovery that increases in power and applied axial 

magnetic field yielded three distinct step-wise increases in plasma density.  In the final 

mode change, the argon neutral gas is observed to be completely ionized in the core of 

the plasma as indicated by the presence of Ar II emission spectra, in the range of 480-520 

nm10, and observable as a bright blue color. This is in contrast to a purple glow, in the 

range of 510-520 nm,10 indicating the presence of Ar I.  In the same study, Boswell noted 

that the power was nearly 100% efficiently coupled to the plasma, where 50% of the 

power was lost to the plasma boundary and the remaining 50% was attributed to 

ionization.  The helicon model only accounts for this phenomenon when the collision 

frequency is set to 1000 times that of the standard Coulomb collision frequency.  To date, 

the true mechanism behind this efficient plasma generation is still debated, however, this 

inherent nature of the helicon plasma source has made it attractive for the plasma 

processing industry for deposition and plasma etching37,38. 

2.2 Helicon Plasma Dispersion Relation 

The dispersion relation for a plasma is used to determine how the energy, 

wavenumber, wavelength, and frequency are connected.  In experimental work, the 

dispersion relation can be used to determine whether a plasma falls into a certain regime 
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based on whether the parameters follow the dispersion relation.  In an RF generated 

plasma, if the parameters obey the dispersion relation then it can be classified as a helicon 

plasma, otherwise the RF power could be coupled inductively or capacitively to the 

plasma.  This will be further elaborated on in the following section.  To derive the helicon 

dispersion relation, the work performed by Chen8 is widely accepted for the simplest 

form of helicon waves sans damping and will be used for this research.  Perturbation 

theory is applied to the derivation and it is assumed that the guiding center of the E x B 

drift for electrons carries the entire plasma current, such that the electron cyclotron 

motion is too fast to contribute, ion motion can be neglected, and Ez = 0 (meaning the 

resistivity is zero).  In addition, the displacement current in Ampere’s Law will be 

neglected as small compared to the electron current.  Thus, the derivation begins with the 

following linearized equations: 

 𝛻	 × 	𝑬 = −
𝜕𝑩
𝜕𝑡  (2.1) 

 𝛻	 × 	𝑩 = 𝜇:𝒋 (2.2) 

 𝑬 = −(𝒋	 ×	𝑩𝟎)/𝑒𝑛: (2.3) 

 𝛻 ∙ 𝑩 = 0 (2.4) 

 𝛻 ∙ 𝒋 = 0 (2.5) 

Here B, E, and j, represent the perturbed magnetic and electric fields, current, and 

density, respectively, while B0 = B0 𝑧̂  and n0 are the equilibrium magnetic field and 

density.  Resulting from (2.1) – (2.3) are the following: 

 𝒋W = 𝑒𝑛:𝑬	 ×	𝑩𝟎/𝐵:Y (2.6) 
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As is typical in perturbation theory, all perturbations are assumed to take the form 

exp[i(mθ + kz – ωt)].  Applying this form, and combining (2.1) and (2.3), yields an 

expression for the perturbed magnetic field as a function of the wavenumber, frequency, 

equilibrium magnetic field and density, and the perturbed current. 

Applying (2.2) to (2.7), j can be eliminated, leaving an equation for the perturbed 

magnetic field. 

Here α is defined as follows: 

where ωp and ωc are the plasma and cyclotron frequencies, respectively.  Applying the 

definition of the transverse wave number, 𝑇[Y ≡ 𝛼Y − 𝑘Y , given by Chen8, the final 

dispersion relation to lowest order can be written. 

Rewriting (2.10) in the more standard notation for the dispersion relation using D(ω,k), 

where D is the dispersion relation: 

 𝑖𝜔𝑩 = 𝑖
𝑘𝐵:
𝑒𝑛:

𝒋 (2.7) 

 𝛼𝑩 = 𝛻	 × 	𝑩 (2.8) 

 
𝛼 =

𝜔
𝑘
𝜇:𝑒𝑛:
𝐵:

=
𝜔
𝑘
𝜔.Y

𝜔0𝑐Y
 

(2.9) 

 𝐵:
𝑛:

=
𝜔𝜇:𝑒

𝑘b𝑇[Y + 𝑘Y
 (2.10) 

 𝐷(𝜔, 𝑘) =
𝜔𝜇:𝑒𝑛:

𝐵:𝑘b𝑇[Y + 𝑘Y
− 1 = 0 (2.10) 
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2.3 RF Power Coupling 

2.3.1 RF Antennae 

The most important aspect in helicon plasma generation is the RF antenna, as this 

device couples the power to the plasma.  Traditionally, three specific types of antennae 

have been used in helicon research.  These are the Nagoya type III, Boswell type, and the 

helical type.  Representations of these antennae with current directions can be seen in 

Figure 2.1.  For the setup at the UMD SPPL, the half-wavelength helical type antenna 

was chosen since it was found to be more efficient at coupling power to the plasma than 

the other two types39.  Moreover, helical antennae that launch right-handed polarized 

waves, known by the mode m = +1, have been found to be more efficient than those that 

launch a wave of the opposite polarization, or the m = -1 mode40.  The Nagoya type III 

antenna has been shown to launch waves with both helicities, corresponding to the m = 

±1 mode, and yet the dominance of the helical type antenna still trumps this type40. 

Counter-intuitively, the half-wavelength antennae have been demonstrated to couple 

power more efficiently than full-wavelength antennae of the same type41. 

As mentioned in section 2.1, early studies by Boswell36 had shown a step-wise 

increase in plasma density with increases in power and axial magnetic field strength.  

This was one of the first findings to demonstrate the three distinct coupling modes of the 

antenna to the plasma.  The RF field can couple power to the plasma capacitively, 

inductively, or through the helicon wave propagating through the discharge.  It is in the 

highest mode, where the power is coupled through the helicon wave that the high power 

efficiencies are observed.  This was verified by first determining the phase difference 
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between the antenna power and the time-varying magnetic field, using a B-dot probe.  

The phase difference is then matched to the helicon dispersion relation to prove that the 

measured plasma waves indeed follow that of a helicon wave42.  The next sections will 

detail the three different operational regimes and the transitions between them. 

 

 

Figure 2.1:  Half-wavelength antennae: (a) Nagoya type III, (b) Boswell type, and (c) 
Helical (or Shoji) type39.  
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but they can be removed by a simple low-pass filter at the 
oscilloscope, since the probe's response to density fluctua-
tions is linear. The discharge, however, is usually so qui-
escent that such filtering is unnecessary. For density mea-
surements, the probe is biased to - 125 V with a floating 
power supply (batteries); the 47 n measuring resistor i.s 
grounded at the oscilloscope. To avoid ground loops, all 
instrumentation is grounded at this one point. The plasma 
density is calculated from the formula 

I;=O.5n.eA(KTefM) 112, (23) 

where I; is the ion saturation current, and A is the probe 
tip's cylindrical area (since the ions have Larmor radii 
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FIG. 11. Half-wavelength, m = 1 antenna configurations: (a) Nagoya 
type Ill, (b) Boswell type. and (c) Shoji (helical) type. 
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FIG. 12. Density vs magnetic field at P = 2.2 kW for four types of anten-
nas: Nagoya type III, Boswell type, right-hand helical, and left-hand 
helical. 

much larger than the probe diameter). The constant 0.5 is 
not exact, and the temperature Te is not measured in every 
case, but the main uncertainty in the density measurements 
lies in the probe area A. Because of the jaggedness of the 
ceramic tube and the etching of the tungsten by ion sput-
tering, this area is uncertain by as much as 10%. Calibra-
tion of the probe with a 65 GHz microwave interferometer 
at the position shown in Fig. 7 gives agreement within this 
accuracy. 

Figure 8 shows a typical density profile, taken at B 
= 900 G under standard conditions, which are as follows: 

a = 2 cm, L = 130 cm; p = 4 mTorr of argon; P rf = 2.2 k W; 
half-wavelength Nagoya type III antenna, 12 cm long; uni-
form magnetic field. All data can be assumed to be taken 
under these conditions unless otherwise specified. The pro-
file of Fig. 8 is extremely flat over the central 2 cm of the 
4 cm diameter. The small density past r = 2 em on the 
right is due to the diffusion of plasma into the probe port. 
The flatness of the profile is entirely consistent with the 
anticipated6 energy deposition profile, which has a maxi-
mum at ria = 0.48. 

Figure 9 shows variation of density with magnetic field 
using the standard antenna. The curve is approximately 
linear at high fields, Below about 200 G, the matching 

Pressure Scans vvith Helir:.a! Antennas 

o 20 40 6D 80 100 120 140 160 '180 200 

P (mTorri 

FIG. 13. Density vs pressure (in mTorr) for right- and left-hand helical 
antennas. 
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The antenna length is designed around the excitation of specific resonant energies 

given by the following equation: 

Solving for the phase velocity allows for the calculation of the corresponding wavelength 

using 𝜆9 = 𝑣./ f, where f is the operating frequency.  Determining the ratio of the 

wavelength to the source tube radius, a, determines the antenna gain8: 

The inverse of the antenna gain gives the ratio of the transverse wavenumber, Tk, to the 

parallel wavenumber, k.  The final equation for the antenna length, specifically for a half-

wavelength antenna, is then given as8: 

2.3.2 Capacitive Coupling 

The capacitive mode, otherwise known as the E-mode, is the weakest form of 

power coupling from the antenna to the plasma.  Since the power is not coupled to the 

helicon wave, the plasma can be sustained without the need for an external magnetic 

field43.  The E-mode of a helicon plasma source can be achieved at low power inputs, 

where the upper limit, before the transition to the inductively coupled or H-mode, is set 

based on the background pressure, the RF power input, and the axial magnetic field 

strength.  These three parameters all directly influence the plasma density, which is the 

primary indicator of mode transitions.  The E-mode typically exhibits low plasma 

 𝐸𝒓 =
1
2𝑚2𝑣.Y (2.11) 

 𝐺 = 0.61
𝜆9
𝑎  (2.12) 

 𝐿 =
𝜋𝑎
3.83𝐺 (2.13) 
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densities on the order of 109 cm-3 and in this regime, the upper limit is more strongly tied 

to the background pressure43.  The highly inefficient nature of power deposition is due to 

the role of the electric fields on the plasma electrons in the oscillating sheaths in the near 

field of the RF antenna.  The antenna acts as a biased electrode and the sheath leading to 

the plasma boundary acts as a grounded electrode43.  The inefficiency and low densities 

of the E-mode make it less than a desirable operating mode. 

As the RF power is increased, or the background pressure decreased, the plasma 

density steadily increases until a large spike, usually an order of magnitude difference, 

occurs marking the transition to the H-mode.  The process by which this happens is 

directly related to the skin depth of the plasma.  The skin depth of a plasma is given by 

the following equation: 

Since it is well observed that the density increases with increasing RF input power and 

with decreasing background pressure, one can see that as the density increases, the skin 

depth decreases.  Once the skin depth decreases below the scale of the device, that is the 

diameter of the source tube, the electrons will absorb power in the skin depth layer via 

the induced currents44, and the E-mode will transition into the H-mode43. 

2.3.3 Inductive Coupling 

The H-mode, or inductively coupled mode, has been more widely studied for the 

interest in the transition between the lower efficiency power coupling modes to the high 

efficiency helicon wave coupling.  With an order of magnitude increase in the density, 

 𝜆 =
𝑐
𝜔.

=
𝑐

s𝑛2𝑒Y/(𝜖:𝑚2)
 (2.14) 
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now around 1010 cm-3, a decrease in the plasma potential, which is attributed to a greater 

prower loss in response to the increasing density43, is also observed through the use of RF 

compensated Langmuir probes.  One of the more unexpected results in the H-mode is the 

existence of an m = 0 wave, as determined based on the existence of in-phase azimuthal 

magnetic field components, even for antennae intended to excite only the m = 1 or m = -1 

modes 45 .  This is consistent with studies showing the presence of a non-rotating 

azimuthal electric field in the core of the plasma.  In the presence of an external magnetic 

field, the azimuthal electric field component can penetrate the boundaries of the plasma, 

and can couple with the helicon wave to induce the H-W mode transition causing the 

rotation of that component46.  This can be directly seen by the electric field structure for 

the m = 1 mode given by Chen8.  In addition, the axial component of the magnetic field is 

also non-existent in the H-mode, but becomes the dominant component as the mode 

switches to the W-mode, or helicon-wave mode44. 

2.3.4 Helicon-Wave Coupling 

Once the plasma transitions to the W-mode, the largest plasma densities are 

observed and are typically in the range of 1011 and 1012 cm-3.  In this regime, the power is 

strongly coupled to the helicon wave resulting in more complete ionizations occurring in 

the core of the discharge.  This is immediately noticeable in an argon plasma, where the 

core emits a blue color associated with singly ionized argon and the outer shell of the 

plasma emits a purple color, indicative of excited neutral argon47,48.  This regime is also 

beneficial in that once a stable discharge is achieved, the RF input power can be reduced 

while still maintaining the stability of the discharge49.  Keiter et al49 have determined that 
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once the threshold input RF power is satisfied, the transition into the W-mode is largely 

governed by the boundary conditions set by the source tube and antenna design, in 

addition to the externally applied magnetic field.  This threshold power level varies 

depending on the axial magnetic field, and decreases as the magnetic field strength 

increases50. 

The most important aspect governing the verification of the W-mode regime, as 

mentioned previously, is the matching of the measured waves to the helicon dispersion 

relation.  As mentioned in the previous section, the wave coupling occurs due to the 

penetration of the axial magnetic field component.  Once this dominates the radial and 

azimuthal components, an appreciable axial current can be supported and driven by the 

axial electric field, resulting in resonant wave-particle heating44.  Since the plasma is now 

supported by the wave, a phase delay is introduced to the system in the form of the 

rotating azimuthal electric field component, again mentioned in the previous section.  To 

provide a complete image of the mode transitions, an experimental relationship between 

the RF input power and the resulting plasma density for various background pressures 

can be seen in Figure 2.243. 
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Figure 2.2.  Mode transitions in an argon helicon plasma demonstrated by density 
increases as a result of an increasing input power43. 

 

2.4 Efficient Plasma Generation 

2.4.1 Landau Damping 

While it has been shown5 that the W-mode efficiently couples power from the RF 

antenna to the plasma, the true mechanism by which this occurs is not fully understood.  

In the initial formulation of the dispersion relation by Chen8, he proposed that Landau 

damping serves as the driving mechanism behind the efficient power deposition.  Landau 

damping in a helicon wave, similarly with Alfvén waves, is the process by which drag is 

caused by collisions on electrons moving in the direction of the perturbed magnetic field8.  

To account for this process, equation (2.3) is modified as follows: 

play the role of the grounded electrode. On the other hand, in
the H mode, power is absorbed by electrons in the skin depth
layer of thickness ! near the plasma surface.

Therefore, the physical scenario of the E–H transition
can be described as follows: starting with a E mode plasma
and increasing the injected rf power, the density will in-
crease. According to the formula Eq. "4#, the skin depth will
decrease simultaneously. Then, the transition between E and
H modes occurs when the capacitive coupling disappears,
i.e., when ! remains on the same order of magnitude as the
typical dimension of the reactor. One can then distinguish
two density regimes corresponding to the two coupling
modes:

"i# one low density regime when !p$R ,l "E mode#
"ii# one high density regime when !p!R ,l "H mode#,

where R is the radius of the Pyrex tube and l the length of the
reactor. In the case of our experimental apparatus (R
"7.5 cm), the skin depth is equal to the radius of the Pyrex
tube when the plasma density reaches the value of 5
#109 cm$3. The measured value (6#109 cm$3) is in re-
markably good agreement with the calculated one. After the
transition the density is around 2.5#1010 cm$3, a value for
which the skin depth is equal to half a radius.

To our knowledge, it is the first time that experimental
results show the direct correlation between the coupling
modes and the skin depth with this density threshold. These
results clearly prove that the main parameter, which deter-
mines the coupling mode, is the plasma density.

Concerning the plasma potential measurements, the drop
of Vp is simply due to the fast increase of the density: indeed
density and plasma potential are linked by the energy bal-
ance, which implies that the injected power is equal to the
lost power. Most of the lost power is lost by the ions and
using the simplest power balance, it can be written as fol-
lows:

Lost power"AneuB"Ei%Vp#, "5#

where A is the area for particle loss, n the plasma density, %B
the Bohm velocity, Ei the ionization potential, and Vp the
plasma potential. Thus for a power level just before the E–H
transition the density is low and the plasma potential is fixed
by this relation. For a power level just after the transition the
density is much higher and the plasma potential is necessar-
ily lower. This also explains why the drop of the plasma
potential is sharper for low gas pressures since the jump in
density is sharper for these conditions. Nevertheless, this de-
scription is rather qualitative and a more complex power
balance15 taking into account the coupling mechanisms has
to be used to obtain a numerical agreement.

B. Helicon wave sustained mode „W mode…
In order to study the third coupling mode observed in

our reactor "W mode#, a weak magnetic field in the source
chamber "40–150 G# and a high rf power level are required
"&1 kW#. Then, we have to take into account technical prob-
lems like power deposition on the walls of the reactor and
erosion of the Pyrex tube due to the ionic and electronic

bombardments. To avoid these disadvantages, the following
experiments were done in pulsed discharges with a pulse
length around 2 ms and a duty cycle of 10%. The pressure
range on which we are able to generate a plasma for the
pulsed regime is from 0.5 to 10 %bar. "Higher pressures are
of course possible, but we are rather interested in low pres-
sure plasmas.#At lower pressure the plasma is not stable and
pertinent measurements are not available.

1. Experimental results
Density and plasma potential measurements in the

source chamber are represented in Fig. 4 and 5 for different
gas pressures and two magnetic field configurations.

FIG. 4. Variation with injected power of the ion density for different gas
pressures with a 40 G magnetic field in the source chamber.

FIG. 5. Variation with injected power of "a# the ion density and of "b# the
plasma potential with a 80 G magnetic field in the source chamber for
different gas pressures.

4380 Rev. Sci. Instrum., Vol. 72, No. 12, December 2001 Kaeppelin, Carrere, and Faure
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 𝑬 =
𝒋	 ×	𝑩𝟎
𝑒𝑛:

−
𝑖𝑚2

𝑛:𝑒Y
t𝜔 + 𝑖𝜈2vvw𝒋 

(2.15) 

Here the second term represents the inclusion of collisions, assuming 𝜈2vv ≪ 𝜔 ≪ 𝜔0 

and that kinetic effects in the perpendicular direction, with respect to the z-direction, are 

negligible due to a finite electron Larmor radius8.  This latter assumption breaks down for 

magnetic fields below 100 G51.  The effective collision frequency, 𝜈2vv, is the sum of the 

plasma collision frequency in addition to the Landau collision frequency, 𝜈2vv = 𝜈 +

𝜈yz.  The Landau term is derived from the Boltzmann-Vlasov equation and is given by 

Chen8 as: 

 𝜈yz = 2√𝜋𝜁}𝑒~�
� (2.16) 

Where ζ collects the plasma frequency, collision rate, wavenumber, and thermal velocity 

in the following manner: 

 𝜁 =
𝜔 + 𝑖𝜈
𝑘𝑣/8

 (2.17) 

In this Landau damping regime, the energy deposition is directly linked with the z-

component of the electric field8. 

 It was later determined by Shamrai52, that in most helicon plasmas, the Landau 

damping regime does not hold and that another mechanism must be responsible for the 

efficient power coupling in the W-mode.  The Landau damping theory breaks down for 

longitudinal wavelengths that are on the order of the scale of the device and for densities 

greater than are capable in helicon sources52.  In the same study by Shamrai52, it was 

proposed that a second wave, called the Trivelpiece-Gould (TG) wave, would combine 

with the helicon wave.  This can only occur in the presence of non-conducting boundary 
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conditions such that the radial RF current is eliminated at a surface since the radial RF 

current cannot close52. 

2.4.2 Trivelpiece-Gould Modes 

The concept of the existence of TG-modes outside of the typical helicon modes is 

the currently accepted explanation for the efficient nature of helicon plasma sources.  The 

TG-mode can be considered a separate mode, because once the TG-wave amplitude 

dominates that of the helicon wave, the helicon modes essentially vanish52.  The 

boundary between the two modes is the skin depth given by (2.14).  Longer waves, such 

that 𝑘𝑐 ≪ 𝜔., exist in the helicon regime and follow the dispersion relation given by 

(2.9) or (2.10)52.  These waves exhibit weak damping and exist in a low collision rate 

regime, whereas the shorter TG-waves ( 𝑘𝑐 ≫ 𝜔. ) are strongly absorbed as they 

propagate radially inward53.  The two waves exist simultaneously when the wavelength is 

on the order of the skin depth, that is 𝑘𝑐 ≈ 𝜔. .  The dispersion relation is then as 

follows52: 

 𝜔 = 𝜔0
𝑘

b𝑘Y + 𝑇[Y
− 𝑖𝜈 (2.18) 

 Independently, Borg and Boswell54  and Arnush55 computationally verified the 

experimental results of Miljak and Chen40 that in the TG-mode, improved antenna 

coupling is not as a direct result of resonance phenomena, but rather that the high 

amplitude electric field in the TG-mode enhances wave damping and absorption54.  Up 

until that point, the direct measurement of TG-waves had been difficult to detect because 

they tend to remain localized in an unresolved layer near the plasma boundary.  
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Blackwell et al53 has suggested that the TG-modes could extend farther into the interior 

of the discharge for magnetic fields below 50 G, such that spatial resolution is no longer 

an issue.  In the same study, a J-probe, or miniature RF Rogowski coil, was used to 

measure the axial current, jz.  This data was then compared to the theoretical current 

profile for TG waves in helicon plasma and shows good agreement in the behavior along 

a radial slice53. 

2.5 Helicon Thruster Acceleration Mechanisms 

As mentioned in Chapter 1, the helicon plasma source lends itself well to electric 

propulsion applications for its efficient high-density plasma generation, which can be 

especially attractive for compact applications56.  In addition, the primary electrode is not 

in direct contact with the plasma allowing for corrosive propellants such as water vapor.  

The mechanism by which the ions are accelerated by the helicon source is inherent to the 

nature of the plasma.  According to researchers at the Australia National University 

(ANU), the process by which the ions are accelerated out of the system is the current-free 

double-layer (CFDL), which is capable of producing supersonic ion beams57.  A double-

layer is the boundary that forms between two different plasmas.  Like the plasma sheath 

forming at a boundary, a potential difference between the two plasmas forms.  A 

schematic of the potential profile for a typical plasma sheath at a boundary is shown in 

Figure 2.3.  Comparatively, the potential profile for a double-layer can be seen in Figure 

2.4.  In the region between the two plasmas, the merging of two sheaths can be seen.  In 

this region, quasi-neutrality is not necessarily upheld58.  Populations of electrons and ions 
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can traverse the double-layer, and when the net current flow over the boundary is zero, 

the double-layer is considered a CFDL58.   

 

Figure 2.3.  Schematic of the potential profile for a typical plasma sheath59. 

 
Figure 2.4.  Schematic of the potential profile of a double-layer14. 
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where the value of Te is from the bulk plasma. 
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Figure 14. Wall sheath structure. 

 

Outside the plasma sheath the plasma is still quasi-neutral; therefore the plasma density at 

the sheath edge, ns, is limited by the electron number density.   
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Here it is assumed that the electrons have a Maxwellian energy distribution.  Substituting 

Equations (3.5) and (3.3) into the ion flux portion of (3.1), the Bohm ion current flux is 
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The electron current density is determined in a similar fashion, but uses the RMS value of 

the electron velocity for a Maxwellian distribution and the potential drop to the wall φw.50 
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Figure 10. Double layer structure.11 

 

Assuming that the free portion of the trapped ions and electrons is negligible, quasi-

neutrality breaks down within the double layer, as the ion and electron current flux differs 

by a factor of the square root of the mass ratio.47   
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i
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jj =      (2.33) 

 

This is often the case when the double layer occurs in a current driven device, where a 

current source is located on one side and a current sink on the other.  A classic example is 

a cathode placed upstream of a constriction of the discharge chamber.  Inside this 

constriction the ion loss rate to the walls is greater than in the larger section of the 

chamber.  Therefore in order to maintain quasi-neutrality, a sheath must form between 

the two regions to impart additional energy to electrons to increase the ionization rate.47 
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The CFDL has been observed in helicon plasmas in the vicinity of a diverging 

magnetic field57,60,61, which is typical near the exit plane of the a helicon source as the 

result of the magnetic field geometry produced by either electromagnets or permanent 

magnets.  Acceleration of ions to supersonic velocities is aided by the potential difference 

across the CFDL, where the structure of the divergence directly determines the axial 

location of the CFDL62 .  The threshold for CFDL formation was determined to be 

approximately 45 G, above which, the potential difference across the CFDL exhibits 

weak dependence on the magnitude of the magnetic field63 with little to no change in the 

parallel ion flow speed61.  Below the threshold, specifically in the range of 10 G to 35 G, 

an ion beam has still been observed coupled with increases in plasma density, and is 

attributed to a low-magnetic field, high-density mode in the helicon plasma64,65. 

The thruster in development at ANU, known as the Helicon Double-Layer 

Thruster (HDLT), generates thrust by the electric field within the double-layer and the 

detachment of the emergent beam from the external magnetic field66.  This electric field 

is aligned with the magnetic field, yielding low pitch angles for the expelled ions66.  

These pitch angles have shown to yield a beam divergence below 5 degrees in the argon 

propellant case67, and matches the computational model for the beam detachment68.  

While Lieberman, Charles, and Boswell69  support the double-layer theory, Chen has 

proposed another mechanism in which the double-layer sheath is rather a single-layer that 

can be explained through classical sheath theory70.  This formulation was shown to match 

the same results as formulated using the CFDL argument.   

A third proposition to detail the particle acceleration is that of a magnetic nozzle.  

The contribution to directed kinetic energy is two-fold. The first is through thermal 
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expansion of the plasma, similar to a de Laval nozzle.  Since the electrons are magnetized 

and follow the diverging magnetic field lines, electromagnetic forces acting on the 

plasma form a boundary that acts as a magnetic wall for the expanding plasma72.  

Additionally, there is a diamagnetic contribution that occurs from an azimuthal current 

that forms as a result of the charge separation at the exit plane of the thruster.  As seen in 

Figure 2.5, the electrons leave the exit faster than the ions due to their smaller mass, 

causing the ions to be accelerated through the potential difference created by the charge 

separation in order to maintain quasi-neutrality.  It is hypothesized that this behaviour can 

closely mimic the appearance of a freestanding or current-free double-layer sheath71. The 

azimuthal current then results from the E x B drift of the electrons and the absence of an 

equal and opposite drift from the unmagnetized ions72.  This electron current produces a 

diamagnetic field that acts to further accelerate the plasma. 

 

Figure 2.5: Ion acceleration driven by fast-moving electrons leaving the system72. 

Currently, the mode of plasma detachment from the magnetic is the topic of 

investigation. Full or partial detachment may occur, which introduces a multi-faceted 

Figure 3.3: Sketch of electron driven acceleration in a magnetic field generated by
a current loop (I). The electric field is shown with gray lines while the
magnetic field is shown with black lines.

Electric fields form to strive to maintain quasi-neutrality in a plasma. Imbalances

of charge fluxes due to boundaries (e.g. sheaths), ambipolar , and forces on the

particles can drive the formation of these electric fields.

An example of an electric field that forms due to an initial imbalance of fluxes is

shown in Figure 3.3. A plasma produced in a plasma source is exposed to a vacuum.

The light electrons, which have a much higher thermal velocity (vth =
p
kBT/m)

than the heavy ions, expand rapidly into the vacuum leaving the ions behind. The

expansion leads to an imbalance of charge and establishes an electric field which

accelerates the ions out with the electrons. The electric fields driving this acceleration

mechanism have shown characteristics of double layers[69, 30, 3] or ambipolar fields

[66] which will be discussed in the sections below.

Energy Exchange

Induced field ion acceleration occurs due to an exchange of energy between the

electron energy and the field aligned ion directed kinetic energy. The thermal expan-

sion of the electrons leads the formation of a potential drop which accelerates the ions.

Considering only the induced electric fields however does not lead to net additional

30
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problem in simulations making determination of the detachment point difficult. If the 

plasma detaches quite rapidly, the emergent ion beam will be more collimated, yielding 

larger thrust densities than cases where the plasma follows the diverging magnetic field 

over a longer span.  The greater the plasma divergence, the less energy transfer that is 

occurring in the axial direction and contributing to thrust. 

The mechanism and formulation behind the supersonic ion beam is still debated, 

specifically over whether a double-layer indeed exists, whether the boundary is simply a 

classical plasma sheath, or whether a magnetic nozzle is the predominant acceleration 

mechanism.  Whatever the true formulation may be, the result remains the same that an 

emergent ion beam does exist and is capable of producing thrust.  Moreover, the beam is 

produced through naturally occurring ambipolar effects without the need for an external 

acceleration mechanism.  
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3. Chapter 3:  Power Flow Analysis† 

3.1 Plasma Boundary Losses and Jet Power 

In the simplest case, as discussed by Fruchtman22,73, the helicon plasma source 

can be used as a stand-alone thruster.  In his study, any natural acceleration mechanisms, 

such as the CFDL66, are neglected in favor of momentum delivered by the plasma as a 

result of the maximal electron pressure to the upstream wall.  In this analysis, the power 

contributing to thrust is instead attributed to the ion acceleration through a single sheath.  

We maintain the assumption of a completely collimated beam, which is possible due to 

the potentially rapid detachment of the plasma from the magnetic field74.  To properly 

model the propulsive efficiency, one must define all power sources and sinks occurring 

within the system.  As has been done in other studies, we deem the cross-field particle 

flux as negligible compared to the particle flux at the ends of the plasma column75.  It is 

observed73 that the primary loss mechanisms arise from the cost of ionization per ion-

electron pair and the power sink at the plasma sheath. These terms can be collected and 

defined as 

                                                
 
 
 
†  Parts of this chapter have been published in: Vitucci, J. J. and Sedwick, R. J., 
“Development of a Superconducting Helicon Thruster,” Paper AIAA 2012-3866, 48th 
AIAA/ASME/SAE/ASEE Joint Propulsion Conference and Exhibit, Atlanta, GA, July-
August 2012. 

 𝐿.(𝑇2) = 𝛤4*�(𝑇2)[𝜀0(𝑇2) + 𝜀38(𝑇2)]. (3.1) 
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An approximation for εc can be expressed73 as 

where εi is the ionization energy, and ε1 and T1 are the characteristic energy and 

temperature, respectively, of the 1s-shell ionization threshold for the propellant.  The 

power draw occurs at three locations; the plasma boundary at the front wall, the plasma 

boundary at the open exit of the thruster, and the lateral boundary walls of the source 

tube.  Since the axial magnetic field aides in plasma confinement and restricts conductive 

losses to the lateral walls to ambipolar, cross-field diffusion, the power loss at the lateral 

walls is assumed to be negligible.  Furthermore, the radiative losses are considered 

negligible in comparison to the conductive losses to the boundaries.  This will be further 

explored and verified in Section 5.1.  In the presence of a sufficiently strong, diverging 

magnetic field, the open downstream plasma boundary and the upstream plasma 

boundary both behave as if a wall were present.  The energy sink at the plasma sheath at 

the front wall is given by the potential difference across the boundary. 

Here, mi is the mass of the ions and me is the mass of an electron.  Since this power sink 

occurs at the front wall and at the thruster exit, the total energy draw to the sheath, εsh can 

be expressed as 

 𝜀0(𝑇2) = 𝜀" + 𝜀;	𝐸𝑥𝑝[
~�(��~��)

��
], (3.2) 

 𝜀39*11(𝑇2) =
��
Y
-1 + 𝑙𝑛 � 4�

Y�	4�
�6, (3.3) 

 𝜀38(𝑇2) = 2𝜀39*11(𝑇2). (3.4) 
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A secondary power draw mechanism is the power imparted to the flow.  The 

study in Ref. 73 provides a detailed analysis of this power draw for collisionless plasmas 

and for a high collision case.  The power imparted to the plasma flow is represented as 

where R and G are dimensionless and functions of the collision ratio, βc/β.  Assuming 

collisionless plasma, R=2 and G=0.2854 (Ref. 73).  An expression for Γmax can be 

obtained from the plasma flux at the pre-sheath and is given by the Bohm flux: 

where e is the elementary electron charge and np is the maximum plasma density.  A 

relationship for np in terms of the applied magnetic field, B, is given8 as 

where μ0 is the permeability of free-space, a is the radius of the thruster tube, Zm is the 

root of the Bessel function Jm, m is the mode of the Bessel function, ω is the angular 

frequency, and k is the wavenumber.  In the case where the first mode is excited, m=1, 

Zm=3.83.  By combining the above equations, the total power draw per area to the 

naturally occurring mechanisms within the thruster as a function of electron temperature, 

Te, can be expressed as 

The final term required to properly evaluate the efficiency is the power 

contributing to the thrust.  The energy contributing to the thrust must first be determined, 

 𝑃v(𝑇2) = 𝛤4*�(𝑇2){	𝑇2[2𝑅𝐺 + 3]}, (3.5) 
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 𝑃:(𝑇2) = 𝑃v(𝑇2) + 𝐿(𝑇2). (3.8) 



39 
 
 
 

and is assumed to the energy acquired by the ions after being accelerated through a single 

free-standing sheath at the thruster exit plane22. 

Assuming argon propellant, equation (3.9) is further simplified by inserting the mass of 

an argon ion. 

The power contributing to thrust, or the jet power, is then written as 

3.2 Power Lost to Electromagnets 

We define Pm as the power consumed by the electromagnets for use in the power 

efficiency analysis.  It is typical for studies to neglect the electromagnet power, which 

would solely represent the RF power conversion efficiency of the device.  Here we 

maintain this term in order to closely model the system as it would be represented in a 

flight-ready device.  This further highlights the benefit of a system where this power 

draw is not required.  Selecting a representative electromagnet power is inherently 

dependent on the magnetic field and size of the thruster.  Since magnetic field strength is 

proportional to the current through the electromagnet, larger magnetic field requirements 

demand a larger current, and thereby a larger power draw.  Conversely, one can increase 

the number of turns in a solenoid to decrease the necessary current per turn at the cost of 

increasing the resistance of the device.  This effectively increases the size of the 

electromagnet and causes the resistance to increase, which also requires larger power 

 𝐸(𝑇) =
𝑒𝑇2
2  1 + 𝑙𝑛 ¡

𝑚"

2𝜋	𝑚2
¢£ (3.9) 

 𝐸(𝑇) = 5.2𝑇2 (3.10) 

 𝑃B(𝑇2) = 5.2𝑇2	𝛤4*�(𝑇2). (3.11) 
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levels.  Since the power is equal to the product of resistance and the square of the current, 

the power is more sensitive to changes in current versus resistance, so the primary 

limitation to increasing the turn density of the electromagnet is the physical size and 

weight that comes with the increase in turns. 

For the purpose of this analysis, we select a power draw that can be readily 

achievable with a laboratory power supply.  For the remainder of the power efficiency 

analysis, we will select the power draw by the electromagnets to be 120 W.  This is 

representative of 18.5 A per turn and a 6.5 V drop over the solenoid, which is identical to 

the solenoid used in the experimental study of this research, and yields a magnetic field 

of approximately 200 G.  The solenoid details will be elaborated on in the following 

chapter. 

3.3 Power Efficiency Analysis 

The total system power efficiency is defined as the quotient of the power 

contributing to thrust, or the jet power, and the total input power.  Using the jet power 

from equation (3.11), the total input power from equation (3.8), Pm of the 

electromagnetic, and the thruster cross-sectional area, A, we define the power efficiency 

as follows. 

Assuming a collisionless plasma, a=0.0164 m, Pm=120 W, and a corresponding magnetic 

field of B=0.02 T, a plot of the efficiency versus electron temperature can be seen in 

Figure 3.1. 

 𝜂 = ¥¦§(��)
¥¦�(��)�¦�

. (3.12) 
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Figure 3.1: Power efficiency versus electron temperature with argon propellant, 
magnet power consumption of 120W, magnetic field of 0.02T, and thruster radius of 

0.0164m 

The first primary modification that can be made to the helicon thruster by means 

of the superconducting approach is to remove the power draw to the electromagnets.  By 

utilizing permanent magnets and the high-temperature type-II superconductor, as opposed 

to electromagnets, no continuous power is required to supply the magnetic field.   A 

further modification that can be achieved through the use of magnetic field modification 

is to construct a magnetic mirror76 at the front wall of the thruster.  Achievement of such 

a field would ideally eliminate the losses from the plasma sheath at the upstream plasma 

boundary.  Practically, this loss area would be reduced to the hybrid loss area of a 

magnetic mirror. This reduces one of the largest power sinks occurring inherently within 

the system. Assuming a collisionless plasma, a plot can be generated of the best-case 

scenario for the superconducting helicon thruster.  This case assumes that the only loss 

mechanisms are the power sink to the plasma sheath at the thruster exit, the cost of 

ionization, and the power lost through the upstream mirror.  The efficiency for this 
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scenario can be seen in Figure 3.2.  A significant increase in the propulsive efficiency is 

demonstrated. 

 

Figure 3.2: Best case power efficiency versus electron temperature with baseline 
helicon efficiency. 

3.4 Summary and Discussion 

This analysis indicates that the primary driving term in the efficiency 

determination is the power draw to the sheath as indicated by Fruchtman22.  At an 

electron temperature of 10 eV, the power draw to the electromagnet only accounts for 3% 

of the total power.  For the same electron temperature in the best-case scenario, removal 

of the power loss to the lateral walls and to the upstream plasma boundary allows for a 

more substantial, 12%, increase in efficiency.  In each case, the effective loss area and the 

neutral density will govern the electron temperature.  Due to neutral pumping77, low 

neutral densities will be observed in order to drive the electron temperature higher.   

The efficiency analysis presented above also indicates that the efficiency 

improves with increasing electron temperatures because of the assumption that the 
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acceleration mechanism is that of a single freestanding plasma sheath as a result of 

ambipolar flow.  The primary consequence of this assumption is that as the helicon 

thruster transitions between the three different power coupling modes (E-mode to H-

mode and H-mode to W-mode), the electron temperature will decrease in favor of 

increasing plasma densities.  This effect is due to an increase in power deposition towards 

neutral ionization rather than electron heating.  To avoid the necessity of capturing this 

effect, the plasma density in equation (3.7) is a formulation of the maximum density that 

can be supported by a helicon thruster for a given magnetic field.  In actuality, this 

plasma density will vary inversely with changes in electron temperature, which further 

supports the assumption that Figure 3.2 represents the best-case scenario for the 

superconducting helicon thruster. 

The significance of this efficiency analysis is two-fold.  First, it provides an 

analytical model that can be experimentally verified.  Experimental measurements of the 

electron temperature and plasma density are necessary to evaluate the power efficiency 

for comparison with this model.  Chapter 6 will discuss the diagnostic equipment used for 

these measurements as well as a comparison of the expected efficiency for the helicon 

and superconducting helicon thrusters using the analysis discussed above. Second, this 

model provides the necessary information to identify what the superconducting magnet 

subsystem must achieve as far as power loss mitigation.  Because it is also the first 

consider the electromagnet losses in the total power efficiency, the model serves as the 

first major contribution to the state-of-the-art.  
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4. Chapter 4:  Superconducting Magnet Subsystem 

4.1 Superconductor Integrated Magnet Design 

4.1.1 Subsystem Requirements 

According to the literature survey and power flow analysis previously discussed, we 

impose two requirements on the design of the superconducting magnetic subsystem: 

1. Axial uniformity downstream of the helical antenna to ensure the propagation 

of the helicon wave throughout the ionization and accelerations regions within 

the helicon plasma.   

2. Upstream magnetic mirror to confine the plasma, increase ion residence times, 

and also to reduce power losses to the upstream plasma sheath.   

The principle idea is that of an ideal superconducting tube capped at one end by a 

permanent disk magnet.  Once the superconductor reaches its critical temperature, the 

magnetic flux will be expelled from the material, via the Meissner effect25, and wrap 

sharply around the open end of the tube to reconnect with the opposite pole of the 

magnet.  A qualitative model of this can be seen in Figure 4.1.  The sharp divergence at 

the exit plane is also hypothesized to provide a more collimated beam due to a more rapid 

detachment of the plasma.   
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Figure 4.1: COMSOL simulation of magnetic field lines from a permanent disc 

magnet placed inside the end of the HTS tube while superconducting26. 

Experimental implementation would require the use of a low-temperature (type-I) 

superconductor since they exhibit perfect diamagnetism and will completely expel 

magnetic flux within the material26.  The difficulty lies in developing a cooling system 

capable of reaching temperatures in the range of 1 – 20 Kelvin, which is typical of the 

critical temperatures of these materials.  To avoid this design constrain, high-temperature 

type-II superconductors may be used instead.  Specifically, we chose a superconducting 

tube from CAN Superconductors used for current limiters made of Bismuth Strontium 

Calcium Copper Oxide (BSSCO) in the 2223 phase.  It has an inner diameter of 59 mm, 

length of 100 mm, and wall thickness of approximately 2.5 mm.  The critical temperature 

is 110 K, which makes cooling the system far more achievable in a laboratory 

environment since liquid nitrogen at 77 K can be used.  Using a solid material also allows 

for higher current densities provided the tangential critical current of 2000 A is not 

surpassed. 

Using a high-temperature type-II superconductor in lieu of a low-temperature 

type-I superconductor does not come without consequence.  High-temperature type-II 
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superconductors do not exhibit perfect diamagnetism, and thus will not completely expel 

the magnetic flux from the material. They instead exhibit a mixed, or vortex, state78, 

which allows for partial penetration of magnetic flux when the external magnetic field 

dominates the Meissner current on the materials surface79.  This results in a phenomenon 

known as flux pinning, where magnetic flux becomes trapped within supercurrent 

vortices, preventing the flux from moving within the material, and shielding the other 

regions of the superconductor from the trapped magnetic flux80.  This effect occurs when 

magnetic flux is present within the material prior to achieving the critical temperature, 

and poses a design challenge in that the flux would need to be removed before reaching 

the critical temperature.  Alternatively, a flux conservation approach can be used and will 

be discussed in more detail in the following section. 

Additionally, the conceptual design in Figure 4.1 does not allow for a propellant 

inlet.  Because of this, a solid permanent disc magnet cannot be used and must be 

replaced by a ring magnet.  While the magnetic field topology in the near field of the ring 

magnet is dissimilar to that of a disc magnet, the only requirement off the face of the 

magnet is to provide the upstream magnetic mirror, which can be achievable with either 

magnet type.  In the far field, the magnetic flux lines diverge similarly, and would be less 

of a concern. 

4.1.2 Principles of Operation 

Using the aforementioned flux conservation approach, a combination of 

electromagnets, permanent magnets, and high-temperature type-II superconductors can 

be used to achieve the two subsystem design constraints, while also minimizing the total 
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power into the system by eliminating the need to continuously power the electromagnet.  

A solenoid is used to satisfy the first criterion of the axially uniform magnetic field, with 

a high-temperature type-II superconducting tube located coaxially within the solenoid as 

seen in Figure 4.2.  The solenoid initially generates the magnetic field, at which point the 

superconductor is cooled to below its critical temperature by feeding liquid nitrogen into 

an aluminum vessel containing the superconductor.  The axial magnetic field strength 

inside the solenoid is found by using Ampère’s Law, 𝐵 = ¨�$©ª
y©

.  Here, ns is the number 

of turns, I is the current in the solenoid, and Ls is the solenoid’s length.  Once the critical 

temperature has been reached, the solenoid can be powered off.  A current will be 

induced in the superconductor according to Lenz’s Law that is not subject to Ohmic 

resistance due to the superconducting state of the material.  The magnitude of this current 

is equal to the product of the number of turns in the solenoid and the current in the 

solenoid windings.  If the superconductor is treated as though it were a solenoid itself, 

then the axial magnetic field strength will be identical to what was produced with the 

solenoid (provided the superconductor and solenoid have the same length), without the 

need to continuously power the solenoid.  To generate the upstream convergence, a 

permanent ring magnet is placed outside of the upstream end of the superconductor 

housing, and coaxial with the superconductor.  The magnetic moments of the solenoid 

and the ring magnet must be aligned such that the magnetic field from the solenoid will 

strengthen as it passes through the core of the permanent ring magnet.   
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Figure 4.2: Superconducting magnet schematic in COMSOL Multiphysics. 

4.1.3  Construction and Laboratory Implementation 

The design of the superconducting magnet system was limited to the 

manufacturing capabilities of the superconducting tubes.  The size of a single 

superconductor was provided at the beginning of this chapter. To increase the length of 

the thruster, two superconductors are placed end-to-end, bringing the total length to 200 

mm.  To cool the superconductors, they are placed in an aluminum enclosure into which 

liquid nitrogen can be fed.  Aluminum was selected because the enclosure cannot be 

ferromagnetic and is more cost effective than brass.  The aluminum enclosure is 

composed of two coaxial tubes capped by a welded ring on one end.  This creates an 

annular cavity, where the superconductors rest coaxially around the inner cylinder and 

the liquid nitrogen fills in the remainder of the cavity.  To close off and seal the opposite 

end, an aluminum ring is screwed onto a base plate with O-rings to ensure a leak-free 

BSCCO	Superconductor 

Permanent	Ring	Magnet LN2	Filled	Annulus 

Solenoid 

Al	Housing 
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seal.  On the opposite, welded side, two Swagelok® ports are connected 180° away from 

each other.  With the superconducting magnet subsystem lying on its side, coaxial with 

the plasma source, liquid nitrogen can be fed into the bottom port, filling the cavity, and 

extending into an outlet pipe at the top.  This ensures that the entire cavity can be filled 

with liquid nitrogen.  An image of the aluminum enclosure can be seen in Figure 4.3 and 

is of the same dimensions as the schematic in Figure 4.2. 

 

Figure 4.3: Aluminum enclosure for superconductors. 

 Because the superconductors are the primary design constraint, the maximum 

allowable outer diameter for the plasma source and antenna is 48 mm.  This accounts for 

an aluminum wall thickness of about 5.5 mm.  Since the antenna is placed within the 

inner diameter of the enclosure, the antenna leads must enter axially and presents another 

design challenge that will be addressed in Chapter 6.  The liquid nitrogen ports on the end 

of the enclosure can be connected directly to a large dewar, or even a liquid nitrogen 
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reservoir that can be replenished as needed.  The outer diameter of the aluminum 

enclosure sets the inner diameter of the surrounding solenoid at about 11 cm. 

 The solenoid must be capable of providing a magnetic field no greater than 200 

G.  This limitation is set by the tangential critical current of the superconducting material.  

By treating the superconductors as a single-turn solenoid, the critical magnetic field can 

be calculated using the critical current.  Initially, the solenoid was constructed out of 3/8” 

copper tubing with 3 layers of 26 turns.  The purpose of the tubing is so that the solenoid 

could be readily water-cooled through its core while simultaneously carrying current.  

Additionally, the thickness of the tubing allows for higher current densities should larger 

magnetic fields be required.  It is powered by 20 Nickel-Cadmium D-cell batteries, wired 

with two series of 10 in parallel, providing 64 A and 2.4 V to the solenoid.  This solenoid 

was used throughout the modeling and validation of the superconducting magnet 

subsystem discussed within this chapter.  For the experimental integration of the 

superconducting magnets, a smaller, more compact solenoid is used.  This one is 

constructed out of 10 AWG wire wound around a G10 spool with 4 layers of 52 turns, 

and is powered by a Mastech 3050E DC Power Supply.  In either case, the solenoid 

provides a maximum on-axis magnetic field strength of 180 G.  To ensure excess heat 

would not be conducted into the liquid nitrogen filled cavity of the aluminum enclosure, a 

foam insulating layer is placed between the solenoid and the aluminum enclosure. 

 To provide the upstream convergence, a permanent ring magnet with 1.27 cm 

inner diameter, 5.08 cm outer diameter, and 1.27 cm thickness is mounted coaxially to 

the removable cap of the aluminum enclosure.  The inner diameter is just large enough to 

allow clearance of a propellant feed stem that opens up to a larger diameter just past the 
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magnet and within the aluminum enclosure.  To ensure that the magnet does not shift as a 

result of the magnetic interaction with the solenoid or superconductors, it is securely 

mounted to the aluminum baseplate with a cap that screws into an outer centering ring as 

seen in Figure 4.4.  The magnet is placed within the centering ring and oriented such that 

the magnetic moment is aligned with that of the solenoid before the securing cap is 

connected to the baseplate. 

 

Figure 4.4: Permanent ring magnet mounted to superconductor housing. 

4.2 Computational Modeling Using COMSOL Multiphysics 

In order to visualize and predict the strength and shape of the magnetic field, a 

model using COMSOL Multiphysics was developed.  The model was used to predict the 

magnetic field using the combination of the solenoid and the permanent magnet, and then 

modified to predict the magnetic field of the superconducting magnet subsystem.  This 

model was then verified experimentally by mapping the magnetic field topology of both 

magnet subsystems.  The COMSOL model was designed to match the experimental 

system to allow for direct comparison with the measured field. 
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COMSOL Multiphysics is a modeling program that uses the finite element 

method (FEM) to subdivide the governing equations into a system of solvable algebraic 

(steady state problems) or ordinary differential equations (transient problems).  The 

program then recombines the elements to fully solve the original governing equations.  

To reduce computation time and to simplify the system of equations, COMSOL has a 

built-in set of algorithms to precondition elements.  When creating a COMSOL model, 

the user selects one of two studies, either steady state or transient, then selects what 

physics modules to include.  These modules contain the particular set of governing 

equations for the parameters of interest.   

In this study, we use an axisymmetric steady-state solver with the AC/DC 

module.  To define the material properties, we use the built-in definitions for copper and 

aluminum.  For the BSCCO superconductor, the relative permeability is changed from 

unity to 1(10-6), depending on if it is not or is respectively, in the superconducting state.  

Because COMSOL cannot model the superconducting transition across the critical 

temperature, and the subsequent depowering of the solenoid, we treat the solenoid case 

and superconductor case as two separate steady state solutions.  This is one aspect of the 

model that requires experimental validation and is addressed in the following section.  

The geometry of the two-dimensional model in Figure 4.2 is maintained, but converted to 

an axisymmetric geometry to simplify the COMSOL solver by invoking symmetry. 

 At each boundary with the open environment, we apply a magnetic insulation 

boundary condition and ensure that a zero magnetic vector potential is given as the initial 

condition.  The treatment of the permanent magnet is handled by applying an Ampère’s 

Law condition on the permanent magnet domain with a magnetization of 9.75(105) A/m 
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in the axial direction pointing towards the center of the device.  The solenoid is given an 

external current density of 2.3(106) A/m2 in the azimuthal direction.  In the 

superconductor case, similar treatment is implemented, where the same current density is 

applied to the entirety of the superconductor domain.  This represents the current that 

would be induced in the superconductor to maintain the same magnetic flux once the 

solenoid is depowered.  In switching between the solenoid case and the superconductor 

case, the only required changes to the model are to change the magnetic permeability of 

the superconducting material to reflect its critical temperature transition, and to change 

the domain over which the external current density is applied, from the solenoid turns to 

the superconductor. 

 Once the material and physical properties of the model are established, a 

COMSOL generated physics-controlled mesh is used for the FEM solver.  From there, 

the stationary solver calculates the remaining parameters contained within the governing 

equations of the AC/DC module.  The normal magnetic flux density is of primary 

interest, as well as its radial and axial components.  This lets us generate a color plot for 

the magnetic flux density with a magnetic field streamline overlay.  The results for both 

the solenoid and superconducting cases can be seen in Figure 4.5.  A cutline was added 

along the axis of the model to plot the axial magnetic field strength versus the axial 

position to compare with the experimental magnetic field measurements.  This is used in 

the following section and will be discussed in more detail there.  Qualitatively, this model 

is used to verify the existence of the two criteria required of the superconducting magnet 

subsystem; axial uniformity along the length of the device with an upstream magnetic 

mirror. 
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Figure 4.5: COMSOL magnetic field model of solenoid and permanent ring magnet 
(top), and superconducting magnet subsystem (bottom). Units in Gauss. 

 Analyzing the central region just off the axis of symmetry, which is to contain the 

plasma, the magnetic field in both cases satisfies the axial uniformity condition based on 

the magnetic field streamline overlay.  The magnetic field does increase in strength 

upstream, just off the face of the permanent magnet as necessary for upstream plasma 

confinement.  Another qualitative observation is the sharp divergence of the magnetic 

field at the exit plane of the superconductors.  This is hypothesized to help lead to more 

rapid plasma detachment, thus resulting in a more collimated beam for increased jet 

power.  Also of note is the point at which the magnetic field begins to diverge.  In order 

to provide a strong enough magnetic field at a smaller current density, the solenoid was 

required to be of a greater length than the superconductors.  While this is of little 

consequence to the magnetic field within the core of the device, it does affect the axial 

location of the divergence, which impacts the position of the theorized double-layer 



55 
 
 
 

according to Charles and Boswell57.  Additionally, this leads to the more rapid falloff of 

the magnetic field at the aluminum enclosure exit plane. 

4.3 Magnetic Field Topology Mapping 

To verify that the model accurately predicts the magnetic field geometry for the 

solenoid and superconductor cases, the magnetic field was measured experimentally.  A 

magnetic field mapping apparatus was constructed using aluminum 80/20 beams, as seen 

in Figure 4.6.  A pair of Velmex bi-slides was used to translate the magnetic field probe 

within the open volume inside of the aluminum enclosure.  As discussed earlier in the 

chapter, power to the solenoid was provided by a set of Nickel-Cadmium D-cell batteries 

at about 64 A of current and a potential drop over the solenoid of about 2.4 V.  The 

current into the solenoid was monitored using a Rogowski coil, in order to verify a steady 

current was maintained throughout the magnetic field sweep.  In the superconducting 

magnet case, the aluminum enclosure ports were connected to a liquid nitrogen reservoir.  

The superconductors were pre-cooled to avoid battery lifetime issues, so with the 

batteries running, the critical temperature could be more rapidly achieved.  To monitor 

the temperature of the liquid nitrogen filled annulus, a thermocouple was placed down the 

overflow tubing at the upper, exit port of the enclosure.  Once this temperature settled at 

the temperature of the liquid nitrogen, it was assumed that the rest of the cavity also 

reached that temperature at steady-state.  Once below the critical temperature, the 

batteries were disconnected from the solenoid circuit, and the liquid nitrogen reservoir 

was refilled as needed throughout the course of the measurement sweeps. 
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Figure 4.6: Solenoid and magnetic field mapping apparatus. 

A LabVIEW VI was written to measure the magnetic flux density in the axial 

direction and log its two-dimensional position over the course of sweep.  The on-axis 

magnetic flux density was then plotted using MATLAB, where the results are shown in 

Figure 4.7 along with the results from the COMSOL model. Included with the 

experimental data are one standard deviation error bars calculated as the standard 

deviation of the data over a total of ten magnetic field sweeps.  There are two notable 

comparisons to be made in Figure 4.7.  The first is comparing the experimental results for 

the solenoid and superconductor case with the COMSOL Multiphysics model.  In this 

comparison, very good agreement is observed, verifying the accuracy of the model.  The 

importance of this is that in modeling the transition of the superconductors in their 

superconducting state, the two different states may be each individually treated as 

separate steady-states.  This was assumed in the development of the COMSOL model, 

but as discussed previously, required experimental validation.  The data also verifies the 

correctness of the treatment of the superconducting material in the COMSOL model.  

Simply changing its relative magnetic permeability will accurately account for the change 
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in its material properties when determining the magnetic field topology of the 

superconducting magnet subsystem. 

 

Figure 4.7: On-Axis magnetic flux density for the solenoid and superconducting 
magnet subsystem. 

A secondary comparison to be made is of the magnetic field between the solenoid 

and the superconducting magnet cases.  In the superconducting magnet case, the 

magnetic field at the permanent ring magnet center is higher than that of the solenoid 

case.  This is likely due to a smaller superconductor diameter in comparison to the 

solenoid.  While the magnetic field from each is assumed to be the same, in treating the 

superconductors as a single-turn solenoid, the magnetic flux density interacts with that 

from the other source over a smaller volume, and thus cannot expand as in the solenoid 

case.  This can be observed by looking at the color map between the two cases in Figure 

4.5.  Because of this, along the length of the device, the magnetic field is less axially 

uniform than the solenoid case.  This is not expected to be impactful, as the gradient in 
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the magnetic field is small over the length of the plasma source.  Another feature of note 

is the more rapid drop-off of the magnetic field in the superconducting magnet case.  This 

was discussed previously in the chapter but warrants another mention.  Since the length 

of the superconducting material does not extend as far as the solenoid, the magnetic field 

is expected to diverge farther upstream than in the solenoid case.  This, in addition to the 

qualitative analysis of Figure 4.5, does demonstrate a more rapidly diverging magnetic 

field at the exit plane, which could support more efficient plasma detachment from the 

magnetic field.  One final note worth mentioning is that the magnetic field strength along 

the axis is low enough to avoid exceeding the critical current limitation of the 

superconductor.  This avoids issues where the superconductors would transition out of 

their superconducting state in mid-operation because of large tangential current densities. 

  



59 
 
 
 

5. Chapter 5:  Thermal Control Subsystem 

5.1 Thermal Control Parameters 

In order to maintain the critical temperature of the superconductor, a thermal 

management subsystem must also be incorporated.  In order to operate as an in-space 

platform, we impose two requirements on this subsystem: 

1. Maintain cryogenic temperatures below the critical temperature of the 

superconductor. 

2. Insulate the cryogenic region from heat generated by the plasma, and radiate 

excess thermal power. 

This can be achieved through a series of conductive and insulating layers that intercept 

heat from the plasma, and conduct it to a radiator, which ultimately prevents the heat 

from reaching the cryogenic region.  To maintain temperatures below the superconductor 

critical temperature, a cold-tip cryocooler would be used.  The helical antenna introduces 

an additional challenge.  Since the plasma source will be within the confines of the 

superconducting magnet subsystem, the power leads must be oriented in the axial 

direction.  This requires electrically insulating layers, in addition to the thermally 

insulating layers, in order to prevent the RF power from conducting to other regions of 

the thermal management subsystem.  

In a practical application of the superconducting helicon thruster, the cryogenic 

temperatures must be maintained in a closed-loop system.  For laboratory testing, the 

solution is simpler in that an open-loop liquid nitrogen cooling system can be applied.  

This study assumes that the primary contribution of thermal energy to the system comes 
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from the plasma column, and that the heat initially generated by the solenoid is removed 

prior to its depowering once the critical temperature of the superconductor has been 

reached.  The primary contributions from the plasma column are the conducted and 

radiated powers that result from maintaining the plasma.  The total conducted and 

radiated powers are calculated and the insulated layers separating the plasma column and 

the cryogenic region are determined based on the power to be removed by a cryocooler.  

A radiator must then remove any excess heat, where its area is uniquely determined based 

on the power to be radiated and its temperature.  

The equations for the radiated power per volume and conducted power per area are as 

follows81: 
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Here, E’ion and Eion, represent the total cost of ionization per ion-electron pair and the first 

ionization energy of the propellant, respectively.  To calculate the ionization cost, a 

curve-fit75 is used assuming an electron temperature of 10 eV, which yields a cost per 

ion-electron pair of 30 eV.  The ionization rate is represented as Rion, which at 10 eV is 

10-14 m3/s.  We also assume an argon plasma with a 5(1017) m-3 plasma density, 40 cm 

plasma source length, and 1.64 cm source radius for the calculation of the particle flux.  

The neutral density is calculated using information about the vacuum chamber in the 

experimental setup.  First the pressure in the source tube, Ptube, must be known, and is 

given as: 
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 𝑃/¯°2 = 𝑃°*32 +
𝑄
𝑆.

 (5.3) 

The turbo pump is capable of achieving a base pressure, Pbase, of 5.5(10-5) torr at a 

pumping speed, Sp, of 2100 L/s.  The throughput, Q, is calculated using a volumetric 

mass flow rate of 3.1 sccm, which is set by a 10 micron orifice.  This yields a tube 

pressure of 7.4(10-5) torr, which by the ideal gas law gives a neutral density of 2.4(1018) 

m-3. 

First, we will focus on the radiative heat flux distribution to the upstream and 

lateral walls.  At the upstream wall, the source is discretized into a series of differential 

disks, where the wall is also assumed to be a disk of fixed radius. The view factor is then 

that of parallel circular discs with centers along the same normal.  The distribution across 

the radial direction of the upstream wall, seen in Figure 5.1, is achieved by summing the 

contribution of each differential disk element along the total length of the plasma.  The 

open downstream boundary is not accounted for as any losses here are not contributing to 

heating the device.  The lateral wall is treated as a sum of differential ring elements, 

where the plasma source is divided into a line of differential elementals.  The view factor 

then reduces to )
Y�+

, where r is the radius of the lateral wall, and d is the distance from the 

heat element.  The distribution along the lateral wall, seen in Figure 5.2, is determined by 

summing the contributions from each element along the line source to each differential 

ring.  By integrating Figure 5.1 and Figure 5.2 over the area of the upstream and lateral 

walls, respectively, we find that the power radiated to the lateral wall significantly 

dominates the power radiated to the back wall.  This leaves a total radiated power of 

about 17 W. 
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Figure 5.1: Radiative heat flux distribution to the upstream wall. 

 

Figure 5.2: Radiative heat flux distribution to the lateral wall. 

 The conducted power is only assumed to be through the lateral wall since the 

upstream convergence yields a negligible contribution of conducted power.  As was done 

with the radiated power distribution, the conducted power density to the lateral wall can 

be integrated over the total area, yielding a total conducted power of 650 W.  This, 
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however, does not account for the presence of the magnetic field, which helps confine the 

ion flux to the wall and thus reduces the conducted power to the lateral wall.  Assuming 

that the particle flux to the lateral wall is equal to that due to ambipolar, cross-field 

diffusion82, the particle flux in equation (5.2) can be substituted with the following: 

 Γ3 =
𝑇2𝜈
𝑚2𝜔.Y

𝑝
𝑎 𝑛2𝐽; -

𝑝𝑟
𝑎 6 cos	  

𝜋𝑧
𝐿¸
£ (5.4) 

The only required condition is that the electrons are magnetized, which can readily be 

seen using an on-axis magnetic field strength of 200 G.  This magnetic field strength is 

also used to calculate the electron cyclotron frequency, ωp. The electron temperature is 

once again assumed to be 10 eV with a plasma density of 5(1017) m-3. Here, the collision 

frequency, ν, is the product of the density and Rion.  Taking the radial position to be at the 

boundary, r = a, and integrating over the axial direction yields a conducted power of 12 

mW.  Comparatively, this is negligible when considering the sum of the conducted and 

radiated power, therefore, the 17 W of radiated power must be removed from the system 

to maintain cryogenic temperatures. 

5.2 Subsystem Design 

The thermal management subsystem is composed of four distinct insulating 

layers, a copper radiator, and a cryocooler.  The insulating layers serve the purpose of 

thermally isolating the cryogenic region and also electrically isolating the helical antenna 

leads.  Since the plasma source tube, simply made of quartz, is confined within the 

superconductor housing, the antenna leads must be fed into the system along the axis and 

cannot come into electrical contact with any other conducting layers.  This is especially 
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important since the first layer outside of the source tube is a 0.16 cm conformal copper 

layer that intercepts the radiated heat and readily conducts it to the radiator.  The next 

layer is a 0.08 cm Kapton layer, which electrically insulates and separates the 0.16 cm 

thick antenna leads from the conformal copper layer and helical antenna. Another 0.08 

cm Kapton layer is wrapped around the antenna leads to ensure they are electrically 

isolated from the conformal copper layer and the copper antenna.  This now leaves a 0.08 

cm vacuum gap separating the final Kapton layer and the aluminum housing wall.  The 

conformal copper layer is connected to a conical radiator at the thruster exit.  In order to 

radiate the remnant power to be removed by the cryocooler, the final Kapton layer is 

aluminized (emissivity 0.03) on the side facing the inner wall of the aluminum housing.  

A schematic of the various insulating layers can be seen in Figure 5.3. 

 

Figure 5.3: Schematic of thermal management design for the superconducting 
helicon thruster. 

The area of the radiator can be found since the temperature of the conformal 

copper layer can be calculated and the required radiated power is known.  By setting a 

maximum allowable power of 5 W to be removed by the cryocooler, 12 W must now be 

removed by the radiator.  Given that the aluminized Kapton layer must radiate 5 W of 

power, its temperature can be uniquely determined since its area is known.  This results 
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in a temperature of 474 K.  The emissivity of the radiator is chosen to be 0.9, 

corresponding to a rough, black matte paint coating on the copper.  To calculate the 

temperature of the conformal copper layer, the one-dimensional heat transfer equation 

must be solved for each layer: 

 𝑇; =
𝑞;𝑟;
𝑘�;

𝑙𝑛  
𝑟Y
𝑟;
£ + 𝑇Y (5.5) 

Doing so results in the temperature profile seen in Figure 5.4, and yields a temperature of 

475.5 K for the copper radiator.  Now that the radiated power and temperature are known, 

the Stefan-Boltzmann law can uniquely determine the size of the radiator.  To radiate the 

remaining 12 W at 475.5 K, the radiator area must be 46 cm2.  To further reduce the size 

of the radiator, excess power can be used to preheat the propellant.  This is especially 

attractive for water vapor propellant applications, to which this system lends itself well. 

  

Figure 5.4: Temperature profile for thermal management subsystem insulating 
layers. 

Knowing that the cryocooler must remove 5 W and have a cold tip of 77 K, we 

can use a survey of known cryocooler models performed by Porter83 to determine the 

17 W 

12 W 

5 W 
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minimum power requirement based on the current state-of-the-art.  Using a Stirling type 

CryoTel MT by Sunpower, the required input power would be 80 W. While the need to 

continuously power the cryocooler will not drastically detract from the maximum 

possible power efficiency discussed in Section III. B., it does prove to be a slight 

improvement over the need to continuously power an electromagnet.  This then 

demonstrates the ability to reduce the overall power draw from components necessary for 

prolonged thruster operation. 

5.3 Environmental Loading and In-Situ Resource Utilization 

Having a copper radiator exposed to the space environment means that it is also 

subject to solar loading.  As determined in the previous section, a radiator of size 46 cm2 

is required to radiate the excess 12 W from the plasma.  When in solar view, a radiator of 

this size collects 2 W of heat, assuming a copper radiator.  In this case, the radiator area 

must be increased to account for the solar loading.  If not, then the radiator temperature 

will increase, thereby increasing the temperature of the aluminized kapton layer that 

radiates power to the cryogenic region.  If this increases beyond the 5 W removed by the 

cryocooler, then the cryogenic region temperature will eventually increase to beyond the 

critical temperature of the superconductors, leading to a device failure.  Incorporating the 

2 W of solar loading increases the radiator area to 54 cm2.  When not in solar view, the 

radiator temperature lowers to about 457 K, which would effectively lower the 

temperature of the device, while simultaneously reducing the power removed by the 

cryocooler. 
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An alternative approach to managing the 12 W of excess power is to preheat and 

evaporate liquid water for use as the propellant.  To determine the power requirement to 

evaporate water, the required mass flow rate must be known. Maintaining the prior 

assumption of a 10 eV plasma, and continuing to assume that the acceleration mechanism 

is that of a single freestanding plasma sheath from ambipolar flow, then the ion exit 

velocity can be calculated using the following equation: 

 1
2𝑚"𝑢2Y =

𝑒𝑇2
2  1 + 𝑙𝑛 ¡

𝑚"

2𝜋	𝑚2
¢£ (5.6) 

Integrating this with respect to time, we arrive at a relationship between the exit velocity, 

mass flow rate, and jet power. 

 1
2𝑚¹̇ 𝑢2Y = 𝑃B 

(5.7) 

The jet power is then calculated using equation (1.3), where the total power is the sum of 

the excess plasma power, 12 W, and the jet power.  From the efficiency analysis in 

Chapter 3, the expected power efficiency for the superconducting helicon thruster is 35% 

at 10 eV.  For these parameters, the supported mass flow rate is 0.023 mg/s. 

If the vaporization rate is assumed to be identical to this mass flow rate, then the 

required power is calculated using the equation for the thermodynamic phase change. 

 𝑃º*. = 𝑚¹̇ -(𝑇 − 𝑇°#"1)𝑐.,»Y¼ + ℎ926 (5.8) 

Assuming the liquid water is stored at 300 K, the power required to support the above 

mass flow rate is only 55 mW.  If the power acquired via solar loading is combined with 

the 12 W excess plasma power, then a mass flow rate of up to 5.9 mg/s can be supported.  

In the case of in-situ resource utilization, the propellant would be harvested as solid ice.  
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This would require melting the ice before the liquid water could be vaporized for use as a 

propellant.  According to data from the Cassini-Huygens mission, Saturn’s outer rings are 

at a temperature of 90 K84.  Assuming this would be the temperature of the ice collected, 

the required power to vaporize at the supported flow rate is calculated using the equation 

for thermodynamic phase change in equation (5.8), but incorporating the power required 

to raise the temperature of the ice to melting and the power required to melt the ice. 

 𝑃º*. = 𝑚¹̇ -(𝑇 − 𝑇421/)𝑐.,"02 + ℎ94 + (𝑇421/ − 𝑇°#"1)𝑐.,»Y¼ + ℎ926 (5.9) 

Here, the power required to support the above mass flow rate is 79 mW.  If the power 

acquired via solar loading is combined with the 12 W excess plasma power, then a mass 

flow rate of up to 4.1 mg/s can be supported. 

5.4 Laboratory Implementation 

Developing a thermal management subsystem for laboratory testing is far simpler 

because it does need to operate in a closed-loop environment.  This means that an open-

loop liquid nitrogen cooling system can be used, where depleted liquid nitrogen coolant 

can simply be replaced.  In this case, we attach a liquid nitrogen reservoir to the 

aluminum enclosure and maintain the supply by refilling from a larger dewar.  To 

intercept the plasma heat, the conformal copper layer discussed previously is used, and 

conducted via a copper strap to a simple heat sink.  The primary disadvantage to such a 

system is that for laboratory models where the thruster components are external to the 

vacuum chamber, condensation can rapidly accumulate and introduce electrical shorts if 

not electrically insulated.  For vacuum applications or space platforms, this does not 

present an issue.  
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6. Chapter 6:  Helicon Plasma Thruster with 

Integrated Superconducting Magnets 

6.1 Diagnostic Equipment 

6.1.1 Triple Langmuir Probe 

One of the most common plasma diagnostic tools is the Langmuir probe. 

Developed in the 1920’s by Mott-Smith and Langmuir85, this device measures the current 

response of a biased spherical or cylindrical conductor immersed in a plasma 

environment where the Debye length is significantly smaller than the radius of the 

conductor. Assuming a Maxwellian distribution of electrons, Mott-Smith and Langmuir 

demonstrated how the floating potential, plasma potential, electron temperature, and 

density of the plasma relates to the ion current collected by the conductor as a function of 

the probe bias voltage. An example I-V trace from a Langmuir probe can be seen in 

Figure 6.1. Here, Vf is the floating potential, which is determined by the bias voltage at 

which the ion and electron currents are equal. The plasma potential, Vs, is the potential at 

which the electron current saturates occurring at the “knee” of the I-V trace. In low-

density plasmas (ne < 1017 m-3), they determined that the ion current collected by the 

conductor is not affected by the shape of the plasma potential, but rather is limited by the 

angular momentum of the orbiting ions in what became known as orbital motion limited 

(OML) theory. Since its inception, the Langmuir probe has grown to become the most 

common diagnostic tool for determining the electron temperature of a plasma. 
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Figure 6.1: Idealized I-V trace from Langmuir probe. Ion saturation curve 
expanded 10x to show detail86. 

In RF plasmas, such as a helicon plasma, Langmuir probe measurements are not 

as straightforward as stationary plasmas. The plasma potential is free to perturb with the 

driving RF frequency, and thus results in large fluctuations of the measured ion current in 

the retardation region of the probe trace87. The most common method of obtaining an 

accurate I-V trace in an RF environment is to use a series of RF chokes to act as a low-

pass filter.  This results in a measurement of the DC offset of the signal, which in this 

instance is the average current. An additional consequence of using Langmuir probes in 

helicon plasmas is that large magnetic fields in the vicinity of the probe can cause the 

electron Larmor radius to decrease below the probe radius. In this instance, the probe will 

deplete electrons along that field line and only allow further electron collection if they 

diffuse across the magnetic field lines. This results in an indistinct “knee” where the 

space potential is that of the depleted force tube rather than that of the bulk plasma86.  

This can be avoided by selecting a probe radius that will always be less than the Larmor 

radius. 

2

I. THE PROBE CHARACTERISTIC

A.  Parts of the I ñ V curve
Let the plasma potential (space potential) be Vs, and the potential applied to the probe

be Vp.  If the chamber walls are metal and grounded, Vs is normally of the order of 5KTe.
When Vp >> Vs, an electron current Ie is collected; the probe current is negative.  When Vp <<
Vs, an ion current Ii is collected.  It is customary to plot I ñ V curves with Ie positive and Ii

negative.  Such a plot is shown in Fig. 1. There are five main parts.
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Fig. 1.  An idealized I ñ V curve.  The left curve is expanded 10X to show the ion current.

The space potential Vs is near the ìkneeî of the curve.  At the far left, where all the
electrons have been repelled, we have the Ion Saturation current, Isat.  The Floating Potential
Vf, is where the ion and electron currents are equal, and the net current is zero.  In the Transi-
tion Region, the ion current is negligible, and the electrons are partially repelled by the nega-
tive potential Vp−Vs.  In a Maxwellian plasma, this part of the curve is exponential.  When Vp

(or just V) reaches Vs, all of the random thermal flux of electrons is collected.  In the Electron
Saturation region, Ie grows only slowly because of the expansion of the sheath.  From the I ñ
V curve, the plasma density n, electron temperature KTe, and plasma potential Vs can be de-
termined, but not the ion temperature.

B.  The Transition Region
The exponential part of the I-V curve, when plotted semi-logarithmically vs. the probe

voltage Vp, should be a straight line if the electrons are Maxwellian:

exp[ ( ) / )]e es p s eI I e V V KT= − , (1)

where  

  
1/ 2

v / 4
2

e
es e e

KTI eAn en A
mπ

 = =  
 

, (2)

A being the exposed area of the probe tip.  Here Ies is the saturation electron current, or ran-
dom thermal current to a surface at Vs.  Eq. (1) shows that the slope of the (ln I)−Vp  curve is
exactly 1/TeV  and is a good measure of the electron temperature.  (It is convenient to write
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Given the difficulties associated with the traditional Langmuir probe traces, 

alternate methods of determining the plasma electron temperature were developed. The 

simplest of designs is that of the triple Langmuir probe, first developed by Chen and 

Sekiguchi88 for instantaneous measurement of the electron temperature. Three probes are 

connected such that two are biased relative to one another, and the third is left to float 

such that the net current flow is zero. The bias voltage between the probes is chosen to be 

a few times the expected electron temperature. The negative probe draws a current equal 

to the ion saturation current so that the positive probe can draw an equal current of 

electrons. A typical triple Langmuir probe electrical circuit can be seen in Figure 6.2. The 

primary assumptions that go into the triple probe are the same as that of the compensated 

or uncompensated Langmuir probe. The plasma is assumed to be Maxwellian, where the 

mean-free-path is greater than the plasma sheath size and the probe radius. An additional 

assumption and design requirement are that the sheath size is smaller than the separation 

distance of the probes. This is to ensure that the probe sheaths do not overlap one another, 

causing the floating probe to bias relative to the plasma floating potential due to the 

collection of a non-zero net current. 
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Figure 6.2: Typical triple Langmuir probe circuit89. 

 The significance of selecting a bias voltage sufficiently larger than the electron 

temperature can be seen in the following equation. 

 𝐼� − 𝐼v1
𝐼� − 𝐼~

=
1 − 𝑒~2(¾¿~¾À)/[Á��

1 − 𝑒~2(¾Â~¾À)/[Á��
 

(6.1) 

Since the current into the floating probe is zero, and the current into the positive and 

negative probe tips are equal in magnitude and opposite in sign, the left side of the 

equation reduces to 1/2. For (V--V+) sufficiently larger than Te, the denominator of the 

right side approaches unity. Simplifying and solving for the electron temperature yields a 

straightforward relationship for the electron temperature as a function of the potential 

difference between the positive and floating probes. 

 𝑇2 =
𝑒
𝑘�
 
𝑉� − 𝑉v
ln 2 £ (6.2) 

The elegant simplicity of the electron temperature calculations allows for a direct 

measurement without the need of an I-V trace like the single Langmuir probe. These 

measurements can be made with excellent time resolution, and, since the potential of the 

positive and floating probes immersed in an RF plasma will fluctuate in-phase, the probe 

is immune to oscillations inherent in RF discharges.  The only drawback of the triple 

Langmuir probe in comparison to the single Langmuir probe is its susceptibility to large 

plasma parameter gradients due to the increased size of the device. 

 The triple Langmuir probe used to carry out the diagnostic measurements in these 

experiments was constructed using a 30.5 cm long 4-bore alumina tube with an outer 

diameter of 1.6 mm and inner diameters equal to 0.35 mm. Three of the bores were used 

to run 0.325 mm tungsten wire such that 2 mm of the ends were exposed to function as 
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the triple Langmuir probe tips. An image of the probe can be seen below in Figure 6.3. 

The probe functioning as the floating probe was connected to an oscilloscope using a 

high-voltage probe so that the floating potential could be measured with respect to 

ground.  The remaining probes were connected as seen in Figure 6.2 with a bias voltage 

of 41.33 V and 33 Ω resistor. Oscilloscope high voltage probes were used to measure the 

potential with respect to ground of the positive and negative probes in the same manner 

as the floating probe. 

 

Figure 6.3: Triple Langmuir probe used for helicon and superconducting helicon 
thruster diagnostic measurements. 

 The triple Langmuir probe is mounted in the vacuum chamber on a set of bi-

directional slides in order to perform a two-dimensional map of the plasma electron 

temperature. The purpose is to analyze the differences between the helicon and 

superconducting helicon thruster between the plasma source center and the plasma 

boundary.  Any differences in performance could potentially be related to the plasma 

dynamics at the exit plane, specifically because of the stronger divergence of the 

magnetic field in the superconducting helicon thruster. If the plasma is capable of more 
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rapidly detaching in this region, then the local plasma parameters can be used to estimate 

any potential performance differences. The potential with respect to ground of the 

positive, negative, and floating probes is measured using an oscilloscope and recorded 

using a custom LabVIEW VI. The VI performs the calculation of the electron 

temperature in real time and outputs tabulated data for each potential and the electron 

temperature. 

 Using the circuit shown in Figure 6.2, it is possible to determine an estimate of 

the electron density.  If the plasma connects the circuit between probes #1 (negative) and 

#2 (positive), then Ohm’s law can be used to solve for the magnitude of the current 

flowing into either of these probe tips. 

 
𝐼� =

𝑉°"*3 − (𝑉� − 𝑉v)
𝑅  

(6.3) 

Using the Bohm flux given in equation (3.6) and the assumption of a Maxwellian plasma, 

the density as a function of the probe current can be determined. 
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(6.3) 

Knowing the electron temperature, positive probe potential, and floating probe potential 

for each location in the two-dimensional sweep of the triple Langmuir probe allows for a 

two-dimensional profile for the electron density in addition to the electron temperature. 

This determines if a greater level of ionization has occurred in either of the thruster test 

cases. Additionally, if the density of neutrals is estimated from the propellant flow rate, 

an approximation for the propellant utilization can be determined to calculate certain 

performance metrics for the thruster. This will be discussed in greater detail in the plasma 
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characterization and thruster performance sections for the respective test cases of the 

following chapter. 

 

6.1.2 Retarding Potential Analyzer 

A retarding potential analyzer (RPA) is a device used to obtain the ion energy 

distribution function (IEDF) of the emergent particles from an I-V sweep. The RPA 

consists of a series of four mesh grids and a collector plate housed in an insulated 

enclosure. As particles enter the RPA, they are first met by the floating grid. The purpose 

of this grid is to allow the formation of a plasma sheath at the floating potential to 

minimize plasma perturbations89. The next grid is the electron repelling grid and is biased 

negatively at a magnitude sufficiently greater than the local electron temperature to 

prevent electrons from further entering the RPA. The third grid is the ion retarding grid 

which is swept over a range of biases to effectively filter ions out that are not of a high 

enough energy to overcome the threshold set by the retarding potential. The ions 

energetic enough to pass through the retarding grid can then be collected by the collector 

plate, where the current is recorded as a function of the retarding potential. Once a 

sufficiently high retarding potential is reached, no further ions would be collected. A 

fourth, or suppression, grid is commonly used to return any secondary electrons liberated 

from the collector plate. The purpose of this grid is to ensure that the current collected by 

the collector plate is the true ion current so that electrons removed from the collector 

plate are not counted as ions. A schematic of the RPA and the relative potential profile 

can be seen in Figure 6.4. 
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Figure 6.4: RPA schematic with potential profile72. 

The data obtained by the RPA is a current versus voltage trace that initially starts 

out at the maximum ion current sampled by the RPA but then quickly drops off to zero 

once the maximum threshold energy of the distribution is reached. The data can then be 

differentiated with respect to the bias voltage to determine the IEDF, centered at the local 

plasma potential. An example of the data trace and derivative can be seen in Figure 6.5. 

In many instances with the helicon thruster, a two peak distribution is obtained. This 

occurs when a fraction of the initial bulk ion distribution is accelerated to produce a 

beam. The higher energy distribution is that of the beam, whereas the lower distribution 

Figure E.1: Schematic of four grid RPA. Typical potential profile is shown.

filter voltage are used to determine ion energy distributions. RPA’s are a valuable

diagnostic for determining thruster performance and ion energy distribution functions.

A schematic of a typical RPA is shown in Figure E.1. The number of grids in

an RPA depends on the specific design, but a typical arrangement includes the grids

shown. These grids are separated from one another by insulators (e.g. MACOR/glass-

mica), typically in the form of a washer. An insulator (e.g. phenolic) sleeve holds the

assembly which is then placed inside a metallic body (e.g. stainless steel). The grids

are made of a conducting material (e.g. stainless steel, molybdenum) as well as the

collector (e.g. copper, tungsten coated stainless steel). Typical assemblies are held

together by compression, but the design is not limited to this approach.

The first grid is electrically floating to minimize the perturbation of the plasma by

the probe and attenuate the amount of plasma flowing into the RPA, an important

consideration which will be discussed later. The second grid is biased negatively to

repel all electrons from the plasma. The third grid potential is swept over a range of

voltages and is used to filter ions. The fourth grid is biased negatively to suppress

any electrons which are generated inside the RPA due to secondary electron emission.

236
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is the result of beam ion collisions with neutrals. This potential has been found to be 

equal to that of the upstream plasma potential as measured by an emissive probe90. 

 

Figure 6.5: RPA schematic with potential profile72. 

Other effects that can be observed with the RPA include the energy dependence 

of the charge-exchange cross-section by means of ion beam decay over distance91. The 

beam energy was observed to increase as the RPA was moved farther downstream, but 

always remained within the initial distributions. A sample of the data collected in this 

study is shown for illustrative purposes in Figure 6.6. Over the charge-exchange length 

scale, lower energy ions are preferentially lost due to charge-exchange collisions, 

resulting in a lower density, higher energy ion distribution contained within the high-

energy tail of the initial ion beam distribution. As the beam ions are lost and become part 

of the lower energy distribution, this background plasma potential begins to increase as 

evidenced by the upward shift of the low energy background distribution. While beam 

densities decrease as a result of Boltzmann expansion, the upward trend of the beam and 

plasma potentials could only be explained by the energy dependence of the charge-

exchange cross-sections. 
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Figure 6.6: RPA data demonstrating ion beam decay as a result of charge-exchange 
collisions91. 

The RPA used in these experiments is the commercially available Model FC-71A 

Faraday Cup from Kimball Physics (Figure 6.7). The collector plate is housed in a 

grounded stainless-steel cylinder and connected to an ammeter via a BNC cable. The total 

length of the device is 77.54 mm and the diameter of the stainless-steel cylinder is 13.21 

mm. Four grids are screwed onto the aperture and separated with alumina spacers to 

maintain electrical isolation of each grid. Originally, the grids had a square cross-section 

of 25.4 mm side length but were modified to have a circular cross-section with a 25.4 mm 

diameter in order to perform measurements within the plasma source tube. The grid 

aperture size is 5.0 mm in diameter with a grid separation of 2.64 mm. The first grid was 

left floating, the electron repelling grid was set to -30 V, the ion retarding grid was swept 

from 0 V up to 800 V, and the electron suppression grid was set to -80 V. 

preferentially lost due to the energy dependence of the
charge-exchange cross section.

C. Ion beam energy scaling

The parametric scaling of the ion beam energy is inves-
tigated, including variation with flow rate, rf power, and
magnetic field strength.

1. Flow rate

Figure 9 shows the beam energy (difference between
upstream plasma potential at z¼ 50 cm and the expansion
chamber plasma potential at z¼ 80 cm) as a function of ar-
gon flow rate at Prf¼ 100 W and B¼ 340 G. As flow rate is
decreased, an increase in the beam energy is observed from
35 eV at 4 sccm to over 110 eV at 1.3 sccm. Below 1.3
sccm, the source becomes unstable5 and steady state opera-
tion was not possible, with oscillations in visible light likely
due to neutral starvation and replenishing as seen by Degel-
ing39 and previously on this source by Wiebold.40

2. Magnetic field strength

Figure 10 shows the behavior of the beam energy as a
function of the source region magnetic field, for a flow rate
Q¼ 2 sccm and Prf¼ 100 W. The beam energy has been
extracted from individual z scans with the 2-grid RPA. The
beam energy can be represented as the difference between
the upstream source potential and the downstream chamber
potential as measured by the RPA. The measured beam
energy shown in Fig. 10 is then independent of the z position
and extent of the acceleration region, since the data are not
taken at a single z location. The beam energy monotonically
decreases with increasing magnetic field, from 65 eV at 340
G to 27 eV at 1000 G. Also shown in Fig. 10 is the z extent
of the acceleration region, which decreases in length and
moves further into the expansion chamber with increasing
magnetic field.

3. Rf power

The ion beam energy was also measured as a function of
the rf coupled power. For each power level, the reflected
power measured with the directional coupler was mini-
mized (<5%). Figure 11 shows the ion beam energy (Eb

¼ e[Vbeam"Vplasma]) at z¼ 64 cm as a function of rf input
power for a flow rate of 1.3 sccm and magnetic field of 340
G in the source region. The smaller RPA was not used here
out of concern for its fragile grids. Instead, the more robust,
larger 4-grid RPA was used. The ion beam energy increases

FIG. 8. (Color online) Detailed behavior of the ion energy distribution func-
tion measured with the 12 mm RPA from z¼ 50 to z¼ 80 cm for flow rate
of 4 sccm, 100 W rf power, 670 G source magnetic field. The data shown
are unfitted.

FIG. 9. (Color online) Ion beam energy (Ebeam) and upstream and down-
stream potentials (Vup, Vdn) vs. flow rate for 100 W rf power and 340 G
magnetic field. The stars represent the higher, upstream (z¼ 50 cm) and
lower, downstream (z¼ 80 cm) potentials measured with the 2-grid RPA.
The beam energy is calculated using the difference between the upstream
and downstream potentials as measured by both the small (2-grid) RPA
(squares) and emissive probe (triangles). Error bars are not shown for
clarity.

FIG. 10. (Color online) Beam energy (Eb¼ e[Vbeam"Vplasma]) vs. source
region magnetic field value (field profile does not change) for flow rate
Q¼ 2 sccm, rf power P¼ 100 W, and location z¼ 64 cm. Also shown is the
z extent (cm) of the DL structure taken from individual axial scans of the
ion distribution.

063501-7 Experimental observation of ion beams Phys. Plasmas 18, 063501 (2011)
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Figure 6.7: Model FC-71A Faraday Cup from Kimball Physics92. 

A bi-directional, motorized translation stage was used to change the position of 

the RPA while under vacuum. The RPA was placed inside of a brass tube to act as a 

boom so that measurements inside of the plasma source would be possible. An image of 

the mounted RPA can be seen in Figure 6.8. To prevent interaction of the RPA or boom 

with the plasma, both were coated with a layer of Kapton tape, then mounted to the 

translation stage with a clamp. The RPA housing was grounded through the output BNC 

shielding. A custom LabVIEW VI was used sweep and record the retarding grid voltage 

in 1 V increments set by a sourcemeter, then measure the corresponding current from the 

ammeter. The output file is the I-V trace over the designated retarding grid voltage range. 

The raw data was then differentiated in Matlab using a fourth order central differencing 

scheme in order to obtain the ion energy distribution function. 

1

MODEL FC-71A FARADAY CUP

INTRODUCTION

The Kimball Physics model FC-71A Faraday cup, connected
to an ammeter, is used to collect and measure charged particle
current, such as the beam emitted from an electron or ion gun.
The FC 71A is UHV compatible and fully bakeable. 

The Faraday cup consists of a hollow stainless steel cylinder
closed at the base, with an appropriately-sized aperture for
collecting the electrons or ions.  An outer, grounded cylinder
provides shielding.  An electrical connection is made to the base
of the Faraday cup, terminating in a BNC.  The current is then
conducted to a vacuum feedthrough and so to an ammeter. 

The FC-71A usually has a 5.0 mm diameter aperture in a 1
inch square plate.  Custom aperture sizes are available, up to
9.5 mm dia.

A 12 inch in-vacuum cable and BNC feedthrough on a 1?
CF flange, or a custom-designed feedthrough, is available from
Kimball Physics as a separate option.

For continuous measurement, the power entering the
standard FC 71A Faraday cup must not exceed 4 watts.   The
Faraday cup temperature should not be raised above 350ºC
due to outgassing.

OPTIONAL PHOSOPOR SCREEN

A phosphor screen made with high luminosity P22 phosphor
(ZnS:Ag) is available as an option on the front plate of the FC
71A Faraday cup. The use of a grounded phosphor target
screen is helpful as it allows visual, real-time observation of the
spot.  The phosphor screen emits a pale blue light (photons)
when bombarded by high energy particles (threshold value
approximately 500 eV for electrons and 1000 eV for ions).  The
screen can be used for gun alignment and to set the proper
operating parameters necessary to obtain maximum beam
uniformity or minimum spot size.  Note that excessive current or
exposure may cause phosphor screen damage.

OPTIONAL GRIDS

The FC 71A Faraday cup can have a set of three grids so
that it can be used as an energy analyzer.  These grids are, in

the order that the electrons or ions go through them:  ground,
retarding, and suppression, labeled G, R and S in the diagram
with Fig. 4 on page 2. 

The ground grid is attached to the phosphor screen /
initial aperture plate, and both are grounded by being
connected to the shield.  There is also a final, non-grid plate
as part of the grounded shielding cylinder.

A variable potential is applied to the retarding grid to
analyze the energies of electrons or ions.  The grid voltage is
negative for electrons/negative ions, or positive for positive
ions.  The current into the Faraday cup is measured while the
retarding grid voltage is varied from zero to a voltage which
cuts off the current completely.  

This is illustrated in Fig. 2 on page 2, where the technique
is used to analyze the energy spread of ions from a typical
ion gun.  The Faraday cup current at any given retarding grid
potential represents the total current due to ions with energy
greater than that potential.  The data in Fig. 2 can be
differentiated to yield an energy profile (Fig. 3) that indicates
the ion energies present in the beam. The standard Faraday
cup can have up to 1000 V applied to the retarding grid; for
higher voltages, optional larger insulators are available. 

When a low voltage is applied to the suppression grid, it
can be used either to suppress secondary and scattered
electrons or to suppress scattered ions, so that current is not
lost.  The suppression grid also reduces the capacitive
coupling between the retarding grid and the Faraday cup.

BIASING THE FARADAY CUP

The Faraday cup can be electrically biased to reduce
scattering of electrons or ions collected in the Faraday cup
and to reduce secondary electron emission.  For electrons or
negative ions, +50 V is typically adequate, and for positive
ions,  50 V.  This can be accomplished by placing a battery
between the vacuum feedthrough and the ammeter.

Fig. 1  Faraday Cup FC-71A with optional phosphor
screen and grids attached

SPECIFICATIONS

FC-71A

Aperture size 5.0 mm dia. standard
custom available, 9.5 mm max. 

Plate size 2.54 cm square
Length 6.95 cm
Operating temperature 3500 max
Input power continuous 4 watts max. recomended
Grid voltage 1000 V max. on retarding grid

(custom available)
Grounded shield with 
Faraday cup inside 

Mounting 
bracket 

Four  
0-80 
screws 

Output BNC Ground, Retarding and 
Suppression Grids 

311 KIMBALL HILL ROAD, WILTON, NH 03086-9742  USA
Tel: (603) 878-1616  1-888-546-7497 Fax: (603) 878-3700
e-mail: info@kimphys.com  Web:  www.kimballphysics.com
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Figure 6.8: RPA within brass boom and mounted to bi-directional slides within 
vacuum chamber. Image taken from above. 

 

6.2 Experimental Setup and Operation 

To avoid the added challenges of enclosing the entirety of the thruster in a 

vacuum chamber, requiring a custom RF power feedthrough, all of the components were 

placed outside of the chamber and the exhaust vents into a 66-liter spherical vacuum 

chamber. Connected to the chamber is an Adixen turbo pump and Leybold EcoDry M 

roughing pump, capable of achieving a base pressure of approximately 2(10-8) Torr. In 

order to regulate the turbopump temperature, a chiller running antifreeze was connected 

to the turbo using the manufacturer constructed coolant lines. An InstruTech Hornet ion 

gauge and Worker Bee convection gauge were used to measure the pressure within the 

vacuum chamber. The set of motorized, bi-directional slides described in the previous 
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section were placed inside the vacuum chamber to hold the plasma diagnostic tools. Two 

feedthroughs were allocated for the diagnostic harnesses in order to set the necessary 

biases. The plasma source tube is connected to the chamber through a 2-3/4” ConFlat 

(CF) flange with a 3.5 cm outer diameter and 30.5 cm long Pyrex tube fused to the 

stainless-steel flange. The chamber feedthrough is offset from the inner wall by 3.5 cm. 

Between the vacuum feedthrough and the plasma source tube is a 10.5 cm stainless-steel 

extension that increases the length of the plasma source and further offsets the helicon 

thruster from the vacuum chamber wall. The end of the glass tube reduces to a valve stem 

for ¼” tubing in order to introduce the propellant to the system. The propellant used 

throughout this study is argon, where the flowrate is controlled using a 10-micron orifice. 

At the choked flow condition, this sets the volumetric flow rate at 3.1 sccm, equivalent to 

a mass flow rate of 9.3(10-8) kg/s. A diagram of the source tube length scales can be seen 

in Figure 6.9. 

 

Figure 6.9: Vacuum chamber feedthrough and plasma source tube length scales. 
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Surrounding the plasma source tube is the same aluminum housing described in 

detail in Sections 4.1.2 and 4.1.3. The Swagelok® fittings were oriented so that the inlet 

is placed vertically below the outlet. The inlet connects to a liquid nitrogen reservoir and 

the outlet connects to a copper tube for excess liquid nitrogen to collect once the 

aluminum annulus is filled. To ensure cryogenic temperatures around the 

superconductors, a thermocouple was placed through the outlet tubing to measure the 

temperature at the outlet. These components are kept in place during operation and test of 

the standard helicon thruster and superconducting mode to directly compare the two 

system performances with identical setups and conditions. Between the plasma source 

tube and inner diameter of the aluminum housing lies the RF antenna. To maintain 

electrical isolation, a layer of Kapton was placed between the antenna and aluminum 

housing. 

The selected antenna is a double-saddle, quarter-turn antenna where the scaling 

was determined using an analysis by Chen31, and discussed in greater detail in Section 

2.3.1. The radius of the antenna is fixed according to the system dimensions already set in 

place. With a known radius, the antenna length is determined using the antenna aspect 

ratio, also known as the gain factor. This ensures that the antenna wave is properly 

matched to the resonant ionization energy for the propellant. In the case of argon, the 

peak in the ionization cross-section occurs at 50 eV. Using this ionization energy and an 

antenna radius of 3.5 cm, equation (2.13) gives an antenna length of 15.5 cm. Since the 

antenna resides coaxially between the plasma source tube and the superconductor 

housing, the antenna power leads must be introduced axially. In order to prevent stray 
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magnetic fields from retarding current flow through the antenna, the leads must run 

parallel in close proximity. If two 12.5 mm wide, 125 mm long copper straps are used for 

the antenna leads, this effectively creates a parallel capacitor that introduces additional 

impedance to the circuit. To electrically isolate the two leads, a 1.25 mm Kapton layer 

was placed between them. The capacitance and inductance of the antenna leads can then 

be calculated using the following equations, respectively. 

 𝐶v = 𝜀
𝑊..
𝑑..

𝐿.. (6.4) 

 
𝐿v = 𝜇:

𝑑..
𝑊..

𝐿.. 
(6.5) 

An image of the antenna and power feed lines can be seen in Figure 6.10. Since the 

antenna will be emitting an RF field, and is located outside of the grounded vacuum 

chamber, the entire thruster must be placed within a Faraday cage for safety precautions 

and to prevent interference with other thruster components and instrumentation. 

 
Figure 6.10: Helicon double-saddle antenna with power feed lines. 

 The antenna operates at a frequency of 13.56 MHz, where the initial waveform is 

provided by a Keithley 3390 Waveform Generator. This waveform then passes through 

an Amplifier Research 250 W amplifier to increase the input power. The operating 

powers for this study are 20 W – 100W in 10 W increments. Before the power is 

introduced to the antenna, the signal is passed through an L-type matching network 



84 
 
 
 

consisting of two variable capacitors. This custom matching network was constructed by 

researchers at NASA Glenn Research Center and is described in detail in Ref. 93. The 

purpose of the matching network is to match the impedance of the antenna, power feed 

lines, and plasma to the 50 Ohm impedance of the amplifier. If the impedances are not 

matched correctly, a portion of the power is reflected back into the amplifier, while only 

a fractional amount of transmitted power reaches the antenna and is then used for 

ionization. The variable capacitors have the capability of being tuned as the impedance of 

the load changes due to Ohmic heating. The reflected power is tracked with the built-in 

feature of the amplifier, which actively displays the transmitted and reflected power. In 

order to support the propagation of the helicon plasma wave, a solenoid powered using a 

Mastech 3050E DC Power Supply provides an axial magnetic field of approximately 190 

G. The magnetic field topology is identical to the system discussed in Chapter 4, where 

an upstream permanent magnet is used to confine the plasma axially. A diagram and 

image of the complete superconducting helicon thruster can be seen in Figure 6.11. 
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Figure 6.11: Superconducting helicon thruster experimental setup. 

 The experimental procedure begins with pumping the chamber down to a base 

pressure of 2(10-5) Torr using the roughing pump to initially pump down to 0.1 Torr, then 

allowing the turbo pump to reach the base. The propellant feedline valves are opened in 

order to clear out the lines back to the propellant tank. The waveform generator is then 

set to provide a sinusoidal wave with a frequency of 13.56 MHz and peak-to-peak 

voltage of 3 mV and the amplifier is set to standby. Next, power is provided to the 

solenoid, producing the 190 G axial magnetic field. The propellant tank is then opened 

allowing argon to flow into the system. The chamber pressure reaches steady state at 

approximately 5(10-5) Torr, at which point the amplifier is turned on and the power is 

steadily increased to the desired operating power. As the reflected power increases, the 

matching network is adjusted to reduce the reflected power to zero. The plasma will 

typically ignite around power levels of 7 W and further ionizes until the power is fixed.  
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Once the thruster is ignited and operating at the desired power level, the 

diagnostic (either the triple Langmuir probe or the RPA) biasing is set using the 

appropriate power supplies. The custom LabVIEW VI then performs the desired 

measurements and records the data in a Microsoft Excel document. Upon completing one 

measurement trial, the plasma is extinguished by reducing the amplifier power to zero, 

setting it to standby, turning off the magnetic field, and closing off the propellant feedline 

valves. The system then idles for approximately 10 minutes before reigniting the thruster 

and performing the next trial. This was repeated for 10 trials at power levels of 20 W, 30 

W, 40 W, 50W, 60 W, and 100 W for both the triple Langmuir probe and the RPA 

individually. Given the limited space within the vacuum chamber, only one diagnostic 

can be placed inside and used at a time, where orientation calibrations must be performed 

each time a diagnostic is swapped for the other. The locations of the diagnostic 

measurements can be seen in Figure 6.12. 

 

Figure 6.12: Diagnostic measurement locations. 
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In the superconducting helicon thruster case, the same operating procedure is 

followed with the exception of the solenoid operation. While the solenoid is operating, a 

steady source of liquid nitrogen is provided to the liquid nitrogen reservoir that feeds into 

the annulus of the superconductor housing. This lowers the temperature of the 

superconductors to approximately 77 K, at which point the solenoid power supply is 

turned off by opening a circuit breaker. To prevent kickback current from flowing into 

the power supply, a snubber diode was placed along the power lines, along with several 

RF chokes to prevent any stray induced current from the antenna. A Gauss meter is then 

used to verify that the magnetic field is maintained by the superconductors before 

continuing with the thruster operation as described above. To keep the superconductors 

below their critical temperature, a steady supply of liquid nitrogen must be maintained in 

the reservoir. To prevent heat conduction to the superconductors and rapid liquid nitrogen 

evaporation, the entire aluminum superconductor housing is wrapped in thermal 

insulation. Additionally, the antenna power lines are wrapped in Kapton to avoid short 

circuiting due to condensation around the liquid nitrogen inlet and outlet. An image of the 

superconducting helicon thruster in operation can be seen in Figure 6.13. 
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Figure 6.13: Superconducting helicon thruster in operation. 

6.3 Plasma Characterization and Thruster Performance 

The first diagnostic used to characterize the plasma was the triple Langmuir probe 

described above. A two-dimensional sweep of the thruster was performed in the region 

downstream of the antenna, prior to expansion into the vacuum chamber. A sample 

electron temperature sweep can be seen in Figure 6.14, and the full data collection for the 

electron temperature measurements are located in Appendix A. The color plot is the 

average electron temperature of ten independent measurement sets. As the probe 

performs measurements closer to the bulk plasma, the electron temperature becomes 

more uniform. The region used to average the bulk electron temperature is boxed in 

orange. The next two images show an axial and radial cut, respectively. The red line 

corresponds to the location of the axial cut, and the green line indicates the location of the 

radial cut. The standard deviation of the data is indicated with the confidence interval 

markers. As the electron temperature increases farther downstream, it is no longer 
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considered small with respect to the positive and negative probe bias, meaning the 

validity of these measurements becomes questionable. The shaded region of the axial cut 

represents the data subject to the breakdown of the triple Langmuir probe theory. It is 

important to note that although the large electron temperatures are in doubt, the valid 

probe measurements do indicate an increase in electron temperature before increasing 

beyond the bounds of the assumptions in the probe theory. This observation could 

represent the location of the free-standing plasma sheath or CFDL. Similar trends are 

observed in the superconducting helicon thruster data found in Appendix B. 

 

Figure 6.14: Electron temperature profile for the helicon thruster at 40 W of RF 
input power. 

The bulk electron temperature summaries for both the helicon thruster and the 

superconducting helicon thruster are shown in Figure 6.15. For each data point, the 

electron temperature was averaged over all ten trials at each power input for the uniform 
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bulk regions indicated in Appendices A and B. The plot also shows the confidence 

interval to two standard deviations and demonstrates a high level of uniformity for the 

bulk electron temperature. At each power input, the electron temperature is larger in the 

superconducting helicon thruster, indicated a higher level of electron heating. 

Additionally, the electron temperature increases with respect to input power before 

dropping off steadily. This is indicative of a power coupling mode shift as power is 

initially consumed in electron heating but drops off as more power contributes to 

ionization rather than into the electrons. This is readily verified by the electron density 

calculation in equation (6.3). The electron density is calculated and plotted for each data 

point in the two-dimensional sweep. The density profiles for the helicon and 

superconducting helicon thrusters are provided in Appendices C and D, respectively. As 

was done with the electron temperature in the bulk of the plasma, the average electron 

density versus input power is shown in Figure 6.16. 
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Figure 6.15: Electron temperature measurements in the bulk plasma for the helicon 
and superconducting helicon thrusters with 2σ confidence intervals. 

 
Figure 6.16: Electron density measurements in the bulk plasma for the helicon and 

superconducting helicon thrusters with 2σ confidence intervals. 

 The electron temperature observations are also present in the electron density 

data. The larger electron temperatures in the superconducting helicon thruster correspond 



92 
 
 
 

to lower electron densities due to a larger fraction of the input power applied towards 

electron heating rather than ionization. If the initial increase in electron temperature with 

respect to input power is indicative of the E-H mode shift, then the electron density data 

supports this observation since the density drops off initially with larger electron heating. 

Since another larger electron density increase is not observed, it is likely that the thrusters 

never transition into helicon-wave coupling. This could be due to the large surface area to 

volume ratio, meaning larger wall losses, or that the input power levels in this study are 

not sufficient to achieve this mode transition. Since the subject of this analysis is the 

comparison of the helicon and superconducting helicon thrusters for low input power 

station-keeping applications, further exploration of larger input powers could be the focus 

of a future study.  

 The triple Langmuir probe provides a means of characterizing the bulk plasma but 

is not adequate for measurements downstream of the plasma boundary since the electron 

temperature and density rapidly drop off. Additionally, it would not provide means of 

characterizing the ion beam, which is the primary interest in determining the potential 

structure and ion acceleration profile. The RPA was then used to measure the 

downstream ion energy of the beam and background plasma. In determining the 

continuity of the potential structure, the triple Langmuir probe records the bulk floating 

potential with respect to ground, which is also used in the calculation of the electron 

temperature. A sample of the floating potential profile can be seen in Figure 6.17. The 

raw measurements of the floating potentials in the helicon and superconducting helicon 

thrusters can be seen in Appendixes E and F, respectively. By assuming steady-state 

conditions and that the ion flux into the floating probe is equal to the electron flux, then 
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the plasma potential can be calculated from the floating potential and the electron 

temperature using equation (3.3). The floating, Vf, and plasma, Vs, potentials versus the 

RF input power for the helicon and superconducting helicon thrusters are shown in 

Figure 6.18 and Figure 6.19, respectively.  This provides the potentials present in the bulk 

plasma and will become relevant after the RPA measurement discussion. 

 

Figure 6.17: Floating potential profile for the helicon thruster at 40 W of RF input 
power. 
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Figure 6.18: Floating and plasma potentials in the bulk plasma for the helicon 
thruster with 2σ confidence intervals. 

 

Figure 6.19: Floating and plasma potentials in the bulk plasma for the 
superconducting helicon thruster with 2σ confidence intervals. 
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 In order to determine an approximation for the thruster performance, the RPA was 

used to measure the ion energies present in the expansion region where the source tube 

connects to the inner vacuum chamber walls. The RPA current versus voltage traces for 

all measurement trials, the corresponding average with standard deviation confidence 

intervals, and the first derivative of each with respect to the voltage can be seen in 

Appendix G for the helicon thruster and Appendix H for the superconducting helicon 

thruster. As stated previously, the first derivative with respect to the voltage represents 

the IEDF. In the helicon and superconducting helicon thruster, there are two distributions 

present for each power level. Figure 6.20 is a sample IEDF for the helicon thruster 

showing the presence of the two distributions. Similar results are seen in comparable 

devices90, and are attributed to the beam potential (higher energy distribution) and the 

bulk plasma potential (lower energy distribution). The lower energy downstream 

population is formed as a result of beam ion collisions with neutrals. In previous 

experiments, this was verified by comparing the measured lower RPA energy with the 

bulk plasma potential as measured by an emissive probe. A summary of the energies 

measured by the RPA can be seen in Figure 6.21. An additional metric obtained from the 

RPA current versus voltage traces is the maximum ion current measured on-axis and can 

be seen in Figure 6.22. In the 50 W and 60 W cases for the superconducting helicon 

thruster, the raw I-V traces seen in Appendix H show two distinctly different, but 

repeatable ion current profiles. This could indicate a mode transition region and are 

averaged based on like profiles as indicated by the two different points in Figure 6.22. 
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Figure 6.20: Averaged first derivative of the RPA current with respect to the bias 
voltage for the helicon thruster at 40 W of RF input power. 

 

Figure 6.21: Ion energies measured by the RPA for both distributions observed in 
the IEDFs for the helicon and superconducting helicon thrusters with 2σ confidence 

intervals. 
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Figure 6.22: Ion currents measured by the RPA for the helicon and superconducting 
helicon thrusters with 2σ confidence intervals. 

 Given that the RPA measurements are taken downstream of where the plasma 

expands into the vacuum chamber, it is possible that the current expands beyond the 

acceptance area of the RPA aperture. To ensure that the full ion current is collected, or 

corrected for, in the current versus power plots, a radial sweep of the ion current was 

performed with the RPA. The current was measured incrementally across a three-inch 

length centered with the thruster centerline. The current versus voltage plots and first 

derivative with respect to voltage at 50 W of RF input power for the helicon and 

superconducting helicon thrusters can be seen in Appendixes I and J, respectively. Using 

the measured ion currents, the radial profile of the beam was then plotted in Figure 6.23. 

Since the bulk of the current is contained within a one-inch diameter aperture, the plasma 

does not expand beyond the source tube diameter. To correct for the spread in the ion 

current measurements, the total current was obtained by integrating over the radial ion 
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current profile. This results in a total current of 1.18(10-6) A in the helicon thruster and 

7.24(10-7) A in the superconducting helicon thruster. Taking the ratio of the total current 

and the maximum on-axis current from Figure 6.22, yields an expansion factor of 13.3 

for the helicon thruster and 10.3 for the superconducting helicon thruster. This expansion 

factor is assumed to be constant across the various RF input power levels for each device. 

The corrected ion current versus input power can be seen in Figure 6.24. These ion 

currents are then used for any further calculations requiring the ion current. 

 

Figure 6.23: Ion current radial profile for the helicon and superconducting helicon 
thrusters at 50 W RF input power. 
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Figure 6.24: Expansion corrected ion currents measured by the RPA for the helicon 
and superconducting helicon thrusters with 2σ confidence intervals. 

6.4 Discussion and System Comparisons 

The first major discussion point is the large ion energies measured downstream by 

the RPA as seen in Figure 6.21. In every case, the ion energies are in excess of 100 eV up 

to nearly 800 eV. Other studies report beam energies under 100 eV90,94,95,96,97,98,99, with a 

few exceptions above 100 eV91,100. In the studies with large measured beam energies, the 

measured potential is compared to that calculated using Boltzmann, or ambipolar, 

expansion. The density and plasma potential relations for Boltzmann expansion are as 

follows. 

 
𝑛2(𝑧) = 𝑛3,:𝑒

2(¾©(¸)~¾©,�)
[��  

(6.6) 

 
𝑉3(𝑧) = 𝑉3,: +

𝑘𝑇2
𝑒 ln Ç

𝑛2(𝑧)
𝑛3,:

È 
(6.7) 

Here, the subscript naught refers to the respective parameter in the bulk plasma. If the 

calculated electron temperature using plasma potential and density measurements 



100 
 
 
 

exceeds the electron temperature measured using a Langmuir probe, then Boltzmann 

expansion is not sufficient to account for the acceleration of the ion beam. Initially, the 

discrepancy in the measured beam potential was attributed to ion-neutral charge-

exchange collisions91. As the RPA is moved farther from the plasma expansion region of 

the diverging magnetic field, the ratio of distance to mean free path for charge-exchange 

increases. Since the charge-exchange collision cross-sections have a dependency on 

energy, ions in the lower tail of the IEDF are preferentially lost due to the charge-

exchange collisions and become part of the low energy background distribution. This 

effect can be seen in Figure 6.6. 

 In a follow-up study, further measurements of anomalous acceleration were 

attributed to the self-bias effect. Since the ratio of the electron plasma frequency to the 

RF frequency is much larger than the ratio of the ion plasma frequency to the RF 

frequency, electrons are able to transit the acceleration region and system length within 

an RF period, whereas the ions are unable to respond to the changes in the plasma 

potential100. This results in an imbalance of particle flux that yields a self-biased potential 

difference over the acceleration region that inhibits electron flow and simultaneously 

increases ion flow. This is more prevalent in the E-mode coupling of the RF power to the 

plasma since lower densities correspond to a larger skin depth, thus less ion shielding 

from the RF fluctuations of the antenna. As the density increases, and the coupling mode 

transitions, the skin depth decreases, shielding the ions and reducing the self-bias effect. 

Furthermore, the sheath drop at the exit plane is set by the grounded wall boundary 

condition. In situations where the boundary condition is that of an insulating glass wall, 

like the focus of this dissertation, larger self-bias potential differences can be supported. 
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To quantify the impact of charge-exchange collisions on the downstream 

measured ion energies, the model by Rapp and Francis101 for the charge-exchange cross-

sections of argon as a function of energy is used to determine the charge-exchange mean 

free path as shown in Figure 6.26. The mean free path for charge-exchange collisions is 

calculated as follows: 

 𝜆ËÌ(𝑧) =
1

𝑛$𝜎ËÌ
 (6.8) 

where the beam energy, or difference in the potential of the two distributions measured 

by the RPA, is used to determine the charge-exchange collision cross-section, 𝜎ËÌ.  A 

plot of the beam energy versus input RF power can be seen in Figure 6.31. Here, the 

neutral density in the vacuum chamber is calculated using the background chamber 

pressure, 5.5(10-5) Torr, the pumping speed of the turbo pump, 2100 L/s, and the 

volumetric flow rate of the propellant, 3.1 sccm. The results in a neutral density of about 

2.5(1018) m-3. The calculated mean free paths for each input power level can be seen in 

Figure 6.27. Given that the mean free path for charge-exchange collisions is large 

compared to the measurement length scale, it is unlikely that this significantly impacts 

the measured downstream IEDF due to the low neutral density in this region. 
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Figure 6.25: Beam energies given as the difference in energy between the two 
distributions measured by the RPA. 

 

Figure 6.26: Argon and xenon collision cross-sections as a function of energy from 
the model by Rapp and Francis101. 
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Figure 6.27: Mean free path for charge-exchange collisions. 

 To see the impact of Boltzmann expansion, equation (6.7) is used to calculate the 

electron temperature required to provide enough of a potential difference to accelerate the 

beam to the measured potentials. The beam ions are assumed to be accelerated over the 

potential difference between the beam population and the background population 

measured by the RPA. The upstream plasma density used is that calculated using the 

triple Langmuir probe data provided in Figure 6.16 and can be seen in Figure 6.28. The 

downstream plasma density is calculated using the ion current measured by the RPA 

provided in Figure 6.24 and is given by equation (6.9), derived from the particle flux 

entering the RPA. 

 𝑛Î¦¥ =
𝐼Î¦¥

𝐴Î¦¥𝜂/)𝑒b
2𝑒(𝑉°2*4 − 𝑉3)

𝑚"

 (6.9) 

The electron temperature required to accelerate the ions strictly from Boltzmann 

expansion compared to the upstream electron temperature measured by the triple 

Langmuir probe can be seen in Figure 6.29 and Figure 6.30. In each instance, with the 
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exception of the 100 W power levels, the measured electron temperature is sufficiently 

large enough to account for the separation of the beam ions from the background 

population measured by the RPA. Since the measured bulk electron temperature is larger 

than the electron temperature from Boltzmann expansion, it is likely that additional 

power is consumed to further heat the electrons.  

 

Figure 6.28: Downstream plasma density calculated using the RPA measured ion 
current. 
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Figure 6.29: Bulk electron temperature compared to the electron temperature 

required to accelerate the ions to the beam potential measured by the RPA in the 
helicon thruster. 

 

 
Figure 6.30: Bulk electron temperature compared to the electron temperature 

required to accelerate the ions to the beam potential measured by the RPA in the 
superconducting helicon thruster. 

The large potentials measured by the RPA are the primary focus of the anomalous 

acceleration. While Boltzmann expansion is sufficient to account for the accelerated 

beam ions from the background potential measured by the RPA, the primary discrepancy 
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is that the background population is still of a significantly higher potential than the bulk 

plasma potential calculated using floating potentials measured by the triple Langmuir 

probe (as shown in Figure 6.18 and Figure 6.19 compared to Figure 6.21). It is likely that 

both the beam and background populations were accelerated collectively from the plasma 

boundary to the expansion region where the source tube opens into the vacuum chamber, 

given that the region downstream of the plasma boundary is likely to be collisionless due 

to the low densities measured by the RPA. This indicates that the particles contributing to 

thrust might not just include the beam but also the lower energy, background population. 

This leaves the region along the source tube between the plasma boundary and the 

vacuum chamber expansion region as the region where the acceleration likely occurs. 

Figure 6.31 illustrates the acceleration region in question along with the magnetic 

field strength and streamlines. Since the boundary walls leading up to the vacuum 

chamber are insulating, and the magnetic field lines terminate on this boundary, it is 

possible that electrons collect on this boundary leading to a charged wall condition where 

the potential is a function of the axial location. In order for this to be possible, the 

electrons must be magnetized, meaning the electron Larmor radius is small compared to 

the device radius. Given the conditions measured by the triple Langmuir probe, the 

electrons can be considered magnetized as seen in the scaling plots of Appendices K and 

L. Additionally, since the skin depth is not negligibly small, also seen in Appendices K 

and L, it extends into the bulk plasma such that the magnetized boundary electrons are 

subject to further heating from the RF antenna. The final set of scaling plots shown in 

Appendices K and L indicate that the ratio of the ion plasma frequency to the RF 

frequency is small compared to the ratio of the electron plasma frequency to the RF 
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frequency. From the study discussed above, this means that the ions within the skin depth 

are less capable of responding to the RF fluctuations from the antenna and can form a 

self-bias potential contributing to the acceleration of the ions. 

 

 
Figure 6.31: Thruster diagram with acceleration region, shown in red box, and 

magnetic field measurements. 

 One of the consequences of the magnetized electrons within the skin depth is 

further power deposition to heat these electrons. This is supported with the electron 

temperature measurements in Appendices A and B, as well as reports found in the 

literature 102 . The radial cuts of the electron temperature profiles indicate that the 

boundary electrons are of a higher temperature than those residing in the bulk. The 

magnetized electrons closer to the boundary wall will intersect the boundary farther 

upstream than the cooler electrons closer to the thruster centerline. This leads to more 

larger wall potentials upstream that decrease along the wall in the downstream direction. 

Since the boundary wall is an insulator and not grounded, the potential conditions are not 

fixed and likely set by the upstream boundary conditions within the plasma. This 
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effectively forms a hemispherical potential structure as seen in the floating potential 

profile shown in Appendices E and F. An example of the hemispherical potential 

structure can be seen in Figure 6.17. This has also been observed and is supported by 

studies found in the literature95. Furthermore, larger potentials along the boundary 

magnetic field lines have been shown to result in high density conical regions in the 

expansion region of the plasma96. The ions diverge more rapidly due to potential 

difference resulting from the separation of charge as the hot boundary electrons diverge 

with the magnetic field. The large ion energies measured by the RPA are thus likely due 

to the fact that the majority of the low energy ions are lost to the boundary wall in the 

acceleration region, where the high energy, axial ions capable of traversing the plasma 

boundary without RF influence are further accelerated by the resulting axial potential 

difference. These high energy, accelerated ions are then collected downstream by the 

RPA. 

 Similar conditions have been investigated with comparable results99. In this study, 

an insulating glass tube was placed at the expansion region of an RF plasma. This caused 

the geometric expansion region to shift farther downstream from the magnetic expansion 

region, not unlike the conditions presented herein. Higher ion population energies were 

reported in instances with the insulating glass tube. The authors maintain that the larger 

potentials could imply that the extension piece anisotropically charges where the 

magnetic field terminates, much like what is discussed above, however, this is the subject 

of ongoing research. While the measured ion energies are substantially less in the Bennet 

study99, the scale of their device is much larger than the one in this study. It is likely that 

the effects of the anomalous acceleration scale inversely with the device size. While a 
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qualitative model has been presented to explain the large ion populations measured by the 

RPA, the comparatively large energies warrant investigations outside the scope of this 

analysis. This will be further detailed in the Future Work section of Chapter 7. 

 A direct comparison of the superconducting helicon thruster and baseline helicon 

thruster show comparable plasma characteristics. Beginning with the triple Langmuir 

probe measurements for the electron temperature and plasma density, larger electron 

temperatures, and subsequently smaller densities, are seen in the superconducting helicon 

thruster case. As mentioned in the previous section, this indicates that a larger fraction of 

the input RF power is consumed to heat the electrons further than the baseline helicon 

thruster. As such, less power is directed towards ionization, resulting in lower plasma 

densities. The equation for thrust is given as follows: 

 𝐹 = 𝑚̇𝑓"#$𝑢2 (6.10) 

In this equation, the ionization fraction, fion, scales proportionately with the density and 

the exit velocity, ue, in the case of a plasma sheath, scales with the square root of the 

electron temperature. Consequently, thrust scales more favorably with the electron 

density, meaning that the baseline helicon thruster will slightly outperform the 

superconducting helicon thruster. This is further seen in the RPA data. 

 Given that the beam energies shown in Figure 6.25, also indicate more energetic 

beams for the baseline helicon thruster at larger input powers further suggests a slight 

improvement over the superconducting helicon thruster. Additionally, the anomalous 

acceleration seen in the RPA data is less pronounced for the superconducting helicon 

thruster. Given the explanation provided for the anomalous acceleration, it is very likely 

that the decrease in performance is linked to the magnetic field geometry. Since the 
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superconducting helicon thruster demonstrates a more rapid divergence in the magnetic 

field, the axial potential profile that forms the acceleration region could scale to a shorter 

length. Furthermore, a more divergent magnetic field could result in more rapid plasma 

detachment such that the electrons no longer remain magnetized and do not form as large 

of an ambipolar electric field. While a more collimated beam is ideal to inhibit 

divergence of the plume, if the particles are not accelerated as a result of the intersection 

of the magnetic field lines with the source walls, then performance would drop off 

further. The floating downstream conditions on the equipotential magnetic field lines 

terminating on the boundary wall would also impact the plasma characteristics upstream. 

This could also explain the differences in electron temperature and density seen in the 

triple Langmuir probe data. 

 To compare the performance of the two systems, the thrust and specific impulse 

were calculated using equations (6.10) and (1.2), respectively. To calculate the ionization 

fraction, the maximum measured density (single data point) of all triple probe density 

data was used to approximate the upstream neutral density. The plasma densities shown 

in Figure 6.16 were then divided by this approximate neutral density, or 3.66(1020) m-3. 

The resulting ionization fractions can be seen in Figure 6.32. The volumetric propellant 

flow rate was 3.1 sccm, corresponding to a mass flow rate of 9.25(10-8) kg/s. The exit 

velocity was then calculated using the RPA measured beam energies seen in Figure 6.25 

using the following equation. 

 
𝑢2 = Ð

2𝑒(𝑉°2*4 − 𝑉3)
𝑚"

 
(6.10) 
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Figure 6.33 shows the performance metric comparisons for the two devices. As was 

evident with the qualitative analysis of the diagnostic measurements, the superconducting 

helicon thruster is slightly outperformed by the baseline helicon thruster for higher RF 

input powers. Given the scale of the metrics, the systems are still relatively comparable, 

and, in many instances, the superconducting helicon thruster is still advantageous given 

the motivation for the entirety of this analysis. 

 

Figure 6.32: Ionization fraction as a function of the plasma density measured by the 
triple Langmuir probe and approximate upstream neutral density. 
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Figure 6.33: Helicon thruster and superconducting helicon thruster performance 

metrics. 

 The goal of this study was to investigate the efficiency benefits of using a 

superconducting magnet system for a helicon thruster. While the performance metrics 

slightly favor the baseline helicon thruster, comparable performance with power 

mitigation benefits would provide instances where the superconducting helicon thruster is 

more beneficial. Using the efficiency analysis from Chapter 3 and the electron 

temperature measurements from the triple Langmuir probe, the expected efficiency of the 

two systems can be calculated and is seen in Figure 6.34. It is important to note that the 

baseline helicon thruster does account for the continuous power that must be supplied to 

the electromagnet. From an efficiency point, the superconducting helicon thruster is more 

advantageous than the baseline helicon thruster. Provided the thermal management 

subsystem is properly developed, the on-board power requirements can be mitigated 

using the superconducting helicon thruster since continuous power to the electromagnet 

is no longer necessary. While the efficiencies are still largely less than current state-of-

the-art thrusters, the helicon thruster advantages outlined previously make it attractive for 
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further development. Further investigation into the anomalous acceleration of the ions 

could provide means of improving the performance of both helicon and superconducting 

helicon thrusters. 

 
Figure 6.34: Helicon thruster and superconducting helicon propulsive efficiency.  
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7. Chapter 7:  Conclusion and Future Work 

7.1 Summary of Results and Contributions 

A complete superconducting helicon thruster system has been presented and 

characterized in comparison to the traditional, baseline helicon thruster. The primary 

objective of the study was to identify how the efficiency of the helicon thruster would be 

improved if a superconducting magnet system was used in place of the electromagnet. To 

begin, an efficiency analysis was performed to identify the impact of mitigating the 

power requirement on the electromagnet using helicon thruster compared to the 

superconducting helicon thruster. This analysis identified that the primary driving term in 

the efficiency determination is the power draw to the sheath. For typical electron 

temperatures of 10 eV, the power draw to the electromagnet accounts for 3% of the total 

power. Using electron temperature and ion beam energy measurements, this was shown 

to be more substantial due to the differences in the magnetic field geometry that results in 

larger electron temperatures. In the case of the sheath acceleration model, the acceleration 

profile is highly dependent upon the electron temperature, thus resulting in further 

efficiency improvements. This serves as the first major contribution to the state-of-the-

art.  

Following the analytic efficiency analysis, a design for the superconducting 

helicon thruster was proposed with in-space platform considerations for the 

superconducting magnet subsystem and the thermal management subsystem. The purpose 

of the superconducting magnet subsystem was to provide a magnetic field geometry, 

optimized with confinement considerations from the efficiency analysis. It was then 
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shown experimentally that the magnetic field from a solenoid can be maintained by a 

superconducting tube below its critical temperature without the necessity of constant 

input power. The magnetic field geometry was nearly consistent between the two 

magnets with the exception of a more rapidly diverging magnetic field in the 

superconducting magnet case due to a shorter source length. With the superconducting 

magnet subsystem, a COMSOL Multiphysics model is presented that accurately predicts 

the magnetic field topology of a tube shaped superconductor at steady state.  In order to 

accommodate the thermal requirements of the superconductors, a thermal management 

subsystem was also proposed in order to maintain cryogenic temperatures for in-space 

applications in a closed-loop manor. This design served the purpose of guiding the test of 

a laboratory model for the superconducting helicon thruster. In practice, an open-loop 

cooling system was used in order to maintain cryogenic temperatures through the testing. 

This is a novel approach to power loss mitigation for helicon thrusters that also has 

potential scientific ramifications in that magnetic fields can be achieved at no Ohmic 

power dissipation, where the topology of the field is only limited to the manufacturing 

limitations of solid superconducting material. This design and analysis serve as the 

second major contribution to the state-of-the-art. 

Experimentally, a triple Langmuir probe and retarding potential analyzer (RPA) 

were used to characterize the plasma. The triple Langmuir probe data demonstrated that a 

larger fraction of the input RF power was used to heat the electrons in the 

superconducting helicon thruster case. Consequentially, this yielded a lower plasma 

density within the bulk plasma. The downstream ion energies were measured with the 

RPA and showed slightly lower energies in the superconducting helicon thruster than in 
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the baseline helicon thruster. The ion energies measured were still substantially larger 

than any reported in the literature. A model to explain this anomalous ion acceleration 

was proposed and will be the subject of future work. Using the measured electron 

temperature and ion energies, it was shown that the baseline helicon thruster 

demonstrates slight better performance metrics, however this comes at the cost of lower 

propulsive efficiencies. In instances where maximum thrust and maximum specific 

impulses are desired, the baseline helicon thruster would be more advantageous. If RF 

input power mitigation is of larger concern, the superconducting helicon thruster 

outperforms the baseline helicon thruster. This is the first study to detail and characterize 

the plasma parameters of such a thruster and how it impacts the baseline design of 

conventional helicon thrusters, and serves as the third major contribution to the state-of-

the-art. This could also be linked to the anomalous ion acceleration and will warrant 

further investigation to verify the mechanism behind the large ion energies measured 

using the RPA. While large beam ion energies have been observed, the energies 

measured in this study far exceed those reported in the literature. As such, the discovery 

of this anomalous acceleration mechanism provides yet another contribution to the state-

of-the-art due to the potential ground-breaking application this would have on the 

performance of the helicon thruster. Lastly, this research provides a test-bed for future in-

situ resource utilization applications, particularly, for water vapor propellant usage. 

7.2 Future Work 

The primary focus of future work would focus on the anomalous acceleration 

mechanism discussed in Chapter 6. The large emergent ion energies measured by the 
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RPA are substantially larger than any reported in literature. Understanding the true 

mechanism and verifying the proposed model would improve the understanding of the 

downstream plasma characteristics of a helicon plasma. Additionally, if the mechanism 

can be reproduced for an on-orbit helicon thruster platform, then the helicon thruster 

could potentially emerge as a competitor with the ion engine and Hall effect thruster. 

While the triple Langmuir probe serves as a good diagnostic for the bulk plasma, and the 

RPA can be used to characterize the ion beam, a different diagnostic should be used to 

characterize the acceleration region between the bulk and expanded plasma. Two such 

diagnostics that could be utilized are the emissive probe and flush mounted Langmuir 

probe. 

The emissive probe is a diagnostic tool that is used to measure the local plasma 

potential. Knowing the evolution of the plasma potential from the bulk plasma to the 

downstream expansion measured by the RPA would provide a vital understanding as to 

where the actual ion acceleration takes place. Having a two-dimensional contour of the 

plasma potential, much like what was done in this study with the electron temperature, 

would allow for verification of the proposed acceleration model. If the potential contours 

correspond to the divergence of the magnetic field, then we can gain an understanding of 

how the magnetic field contributes to ion acceleration. Additionally, a flush mounted 

Langmuir probe system would help provide an understanding about the charging of the 

insulating boundary walls. By using a ceramic insert with a flush, metal probe, wall 

potential measurements can be made at several points along the axis of the source tube. 

This may provide a clearer understanding of the axial dependence of the plasma 

parameters that may contribute to ion acceleration. If the proposed acceleration 
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mechanism is verified, then a design can be produced that would take advantage of the 

ion acceleration to improve the state-of-the-art helicon thruster. 

Further research with the superconducting helicon thruster would be investigation 

of the plasma characteristics with water vapor propellant. Since the helicon thruster is 

very amenable to water vapor, understanding the performance metrics using water vapor 

would provide an excellent test bed for future in-situ resource utilization technologies. 

Additionally, if the anomalous ion acceleration is characterized and well understood, then 

knowing its impact with water vapor propellant would help contribute to the further 

development of the technology. 
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Appendix A: Helicon Thruster Triple Langmuir Probe 

Data – Electron Temperature 
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Appendix B: Superconducting Helicon Thruster Triple 

Langmuir Probe Data – Electron Temperature 
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Appendix C: Helicon Thruster Triple Langmuir Probe 

Data – Electron Density 
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Appendix D: Superconducting Helicon Thruster Triple 

Langmuir Probe Data – Electron Density 
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Appendix E: Helicon Thruster Triple Langmuir Probe 

Data – Floating Potential 
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Appendix F: Superconducting Helicon Thruster Triple 

Langmuir Probe Data – Floating Potential 
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Appendix G: Helicon Thruster RPA Data 
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Appendix H: Superconducting Helicon Thruster RPA 

Data 
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Appendix I: Helicon Thruster RPA Data – 50 W Radial 

Profile 
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Appendix J: Superconducting Helicon Thruster RPA 

Data – 50 W Radial Profile 
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Appendix K: Helicon Thruster Length and Time Scales 

 

 
 
 
 
 
 



174 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 



175 
 
 
 

 
 

 
 
 
 
 
 
 
 
 



176 
 
 
 

 

 

 

 
 



177 
 
 
 

 



178 
 
 
 

 



179 
 
 
 

Appendix L: Superconducting Helicon Thruster Length 

and Time Scales 
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